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Structure of Lecture

1. Sentiment Analysis

2. Linguistic Analysis of Senti-words and Sarcasm

3. Machine Learning approaches for Sarcasm detection
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Definition of sentiment analysis

• Sentiment analysis is a natural language 
processing (NLP) technique.

• It involves the use of computational 
methods to analyze the emotional tone 
expressed in a piece of text, such as a 
review, comment, or social media post. 

• The main objective of sentiment 
analysis is to identify whether the 
expressed sentiment is positive, 
negative, or neutral.



How is Sentiment Analysis Possible?

• The text is analyzed for the presence of specific words, phrases, 

or linguistic patterns that indicate the writer's emotions or 

attitude towards a particular topic, product, service, or event. 



• Words and phrases that directly convey positive or negative senti
ments

• "good," "excellent," "happy," "bad," "terrible," "disappointing,“ et
c.

Positive and Negative 

Keywords

• Words that amplify or reduce the strength of a sentiment

• "very," "extremely," "slightly," "quite," etc.

Intensifiers and 

Diminishers

• Words that change the sentiment of a statement

• negation words (e.g., "not," "no," "never")
Polarity Shifters

• Repeated words or phrases may highlight the writer's sentiment.Repetition

Common types of indicators



Types of Sentiment Analysis

• Document-level analysis determines the overall sentiment of the document.

• Sentence-level analysis examines sentiments within each sentence. 

• Aspect-based analysis focuses on specific aspects mentioned in the text.

• Entity-level analysis identifies sentiments towards specific targets. 

• Comparative analysis compares sentiments between different entities or aspects, 

providing insights into relative preferences.



Why Conduct Sentiment Analysis?

• The insights gained from sentiment analysis can be 
valuable for making data-driven decisions, such as 
improving customer satisfaction and identifying areas for 
improvement or intervention. 

• Sentiment analysis is widely used in marketing, customer 
service, market research, and social media monitoring, 
among other fields.



Example

Sentiment Analysis Using Python, Analytics Vidhya

https://www.analyticsvidhya.com/blog/2022/07/sentiment-analysis-using-python/

https://www.analyticsvidhya.com/blog/2022/07/sentiment-analysis-using-python/


• Fragrance-1 (Lavender) has highly positive reviews.

• Fragrance-2 (Rose) happens to have a neutral outlook.

• Fragrance-3 (Lemon) has an overall negative sentiment.



Ways to Perform Sentiment Analysis 
in Statistics Programs/Languages

• Python with NLTK (Natural Language Toolkit)
– Python provides powerful libraries like NLTK that offer 

tools for text processing, tokenization, and sentiment 
analysis.

• R with SentimentAnalysis and TextMining Packages
– R programming language has packages like 

SentimentAnalysis and TextMining that enable sentiment 
analysis on text data.

• Java with Stanford NLP Library
– The Stanford Natural Language Processing (NLP) library 

offers Java-based tools for sentiment analysis tasks.



Improvement methods

• Sarcasm and Irony

– Contextual analysis may be needed to identify sarcastic or i

ronic statements, where the literal meaning is different fro

m the intended sentiment.

• Contextual Clues

– Understanding the overall context of the text can help in re

cognizing sentiment, as certain words or phrases may have 

different connotations depending on the context.
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Example #1: Sentiment Analysis

Data source: https://www.gutenberg.org 

https://www.gutenberg.org/
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Example #1: Sentiment Analysis

Pre-processing: tedious, technical, but unavoidable, necessary task.              
(Some data scientists jobs are mostly about pre-processing.)
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Example #1: Sentiment Analysis

Pre-processing: tedious, technical, but unavoidable, necessary task.              
(Some data scientists jobs are mostly about pre-processing.)

Summary of pre-processing and sentiment analysis in R code
1. Data download in R code: Romeo and Juliet (dplyr's tibble format, cf. data.frame)
2. Data pre-processing: remove auxiliary texts & tokenize
3. Break down sentences to words and remove stop words
4. Assign sentiment (positive/negative/neutral) for each word
5. Raw sentiment score for each sentence (# positive/negative words)

Optional steps
6. Conversion to data.table format    

(data.table package)
7. Add rows for neutrals by inner join
8. Assign zero score on neutral sentences 
9. Identify positive / negative  sentences
10. Generate hypothetical true sentiments 

of sentences (10% flip)
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Example #1: Sentiment Analysis

Pre-processing: tedious, technical, but unavoidable, necessary task.              
(Some data scientists jobs are mostly about pre-processing.)

Summary of pre-processing and sentiment analysis in R code
1. Data download in R code: Romeo and Juliet (dplyr's tibble format, cf. data.frame)
2. Data pre-processing: remove auxiliary texts & tokenize
3. Break down sentences to words and remove stop words
4. Assign sentiment (positive/negative/neutral) for each word
5. Raw sentiment score for each sentence (# positive/negative words)

Sentiment condition pos neg Count %

Positive #pos > #neg T F 551 15.1

Negative #pos < #neg F T 853 23.4

Neutral #pos = #neg F F 2242 61.5

Total 3646 sentences
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Example #1: Sentiment Analysis
Evolution of Sentiments in Romeo and Juliet
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Example #1: Sentiment Analysis
Evolution of Sentiments in Romeo and Juliet

Tybalt kills Mercutio
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Act III, Scene i.
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Courage, man; the hurt cannot be much.

No, ’tis not so deep as a well, nor so wide as a church door, but ’tis enough,
’twill serve. Ask for me tomorrow, and you shall find me a grave man. I am
peppered, I warrant, for this world. A plague o’ both your houses. Zounds, a
dog, a rat, a mouse, a cat, to scratch a man to death. A braggart, a rogue, a
villain, that fights by the book of arithmetic!—Why the devil came you
between us? I was hurt under your arm.

Example #1: Sentiment Analysis

<MERCUTIO>

<ROMEO> 

Mercutio curses both the Capulets and Montagues when he dies
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests (normal approximation, two-sides)

Statistic
Prob. of
Negative

Prob. of
Positive

Ƹ𝑝1 0.189 0.170

Ƹ𝑝2 0.275 0.134

Ƹ𝑝2 − Ƹ𝑝1 0.085 -0.036

Z-statistic 6.085 -3.051

P-value 1.17 ×10-9 0.0023

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences

Theoretical distribution of Z-statistics

Threshold
P-value = 5%

Reject If  z-stat
Is in this region

Reject If  z-stat
Is in this region

Reject the null since z-stat is too extreme

Smaller
p-value

Smaller
p-value

0

Negative sentiment increases and positive sentiment decreases, significantly.
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Example #1: Sentiment Analysis

Q: Is this sentiment classification model good?

Predicted
values

True (reference)
values

Prediction error
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Example #1: Sentiment Analysis

Confusion matrix

Negative 
sentiment

(event), 23%

Non-negative 
sentiment

(no event), 77%

Negative 762 91

non-Negative 50 2743

Predicted

True

Accuracy = (2743+762)/(2743+762+50+91) = 0.9613

Sensitivity = Recall = Power = True Positive Rate = 762/(762+50) = 0.9384
= 1 - (Type-II error) = 1 – (False Negative Rate) = 1 – 0.0616 

Specificity = True Negative Rate = 2743/(2743+91) = 0.9679
= 1 - (Type-I error) = 1 – (False Positive Rate) = 1 - 0.0321 

Q: Is this sentiment classification model good? Uninformative classifier: 
Sensitivity + Specificity = 1

This “Positive” means “Negative sentiment”, not “Non-negative sentiment”
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Demonstration of Analysis with R



https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html#lexicon



26

Structure of Lecture

1. Sentiment Analysis

2. Linguistic Analysis of Senti-words and Sarcasm

3. Machine Learning approaches for Sarcasm detection



Recall: Improvement methods

• Sarcasm and Irony

– Contextual analysis may be needed to identify sarcastic or 

ironic statements, where the literal meaning is different from 

the intended sentiment.

• Contextual Clues

– Understanding the overall context of the text can help in 

recognizing sentiment, as certain words or phrases may have 

different connotations depending on the context.



Q: Why sarcasm? 



Q: Why sarcasm? 

https://houseofrodan.com/products/sarcasm-is-my-only-defense-t-shirt-1?variant=37530524090524
https://m.blog.naver.com/syette828/221168828491

https://houseofrodan.com/products/sarcasm-is-my-only-defense-t-shirt-1?variant=37530524090524
https://m.blog.naver.com/syette828/221168828491


Q: How to detect sarcasm? 

https://www.huffpost.com/entry/why-sarcasm-is-so-great_b_7887342



Q: How to detect sarcasm? 

https://www.pinterest.com/pin/295126581803212247/



Q: How to detect sarcasm? 

A1: Linguistic cues
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I. Senti-words in Korean: racial slurs

1. The meaning of racial slurs (Yoon 2015)

• The expressive dimension of slurs

(1) That bastard Frederic is famous.

(2)
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• Expressive items do not participate in denial because they 
are not part of the descriptive meaning (McCready 2010)

(1) independence.
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(2) Nondisplacebility
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• Certain racial slurs exhibit quite systematic variations in terms 
of the negative attitude
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Compatibility Condition Model (CCM; Yoon 2015)
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Evidence 1: compatibility condition in Korean
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Evidence 2: compatibility condition in Korean
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Evidence 3: compatibility condition in Korean
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Evidence 4: compatibility condition in Korean
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Sentiment Analysis of Taste terms
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Sentiment Analysis of Taste terms
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Juxtaposition of opposite attitudes? sarcasm, irony, or hyperbole 

Sarcasm detection 1:
Mismatch of positive and negative sentiments 

https://www.lianedavey.com/sarcasm/
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Juxtaposition of opposite attitudes? sarcasm, irony, or hyperbole 

Sarcasm detection 1:
Mismatch of positive and negative sentiments 
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Flip-flop of bipolar emotional index: strengthened emotion or intimacy
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Juxtaposition of opposite attitudes? sarcasm, irony, or hyperbole 

Sarcasm detection 2 :
Mismatch of honorific and anti-honorific attitudes (E.H. Oh, p.c.)

https://getyarn.io/yarn-clip/5e49a740-955a-4722-94e0-fcb96aead95e
https://tenor.com/search/your-highness-gifs

https://getyarn.io/yarn-clip/5e49a740-955a-4722-94e0-fcb96aead95e
https://tenor.com/search/your-highness-gifs


(1) "Oh, please, Your Highness, grace us with your infinite wisdom.“

(2) "I'm truly honored to be in the presence of the great and mighty Professor Know-It-

All.“

(3) "Well, Captain Obvious, thank you for enlightening us with your profound insight.“

(4) "I bow to you, Master of Punctuality, for gracing us with your timely presence.“

(5) "Your culinary skills are truly unmatched, Chef Extraordinaire. I couldn't even tell it 

was takeout.“

Sarcasm detection 2 :
Mismatch of honorific and anti-honorific attitudes 
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Sarcasm and Irony areas in CCM (Yoon 2015) 



Sarcasm detection 3: punctuations

Single & Fabulous!     vs.   Single & Fabulous? 

https://www.televisionofyore.com/recaps-of-sex-and-the-city/sex-and-the-city-season-2-episode-4



Sarcasm detection 3: punctuations

(1) Well, that's just great.

(2) Oh, of course you're right!

(3) Brilliant! You locked us out of the car again.

(4) You're sooo funny...

(5) Oh, that's just what I needed today: more work.

(6) Oh, I totally believe you.



Sarcasm detection 4: interjections

e.g. yeah, ah, oh

https://tenor.com/search/sarcastic-yeah-gifs
https://twitter.com/ourinspiring/status/944529527648157696
https://makeameme.org/meme/oh-yeah-8jf3sy

https://tenor.com/search/sarcastic-yeah-gifs


Sarcasm detection 4: interjections

e.g. yeah, ah, oh

https://gifdb.com/gif/oh-really-sarcastic-tamar-braxton-38v4ehqlxxs78ezj.html
http://www.quickmeme.com/meme/3rl87d
https://makeameme.org/meme/oh-yeah-8jf3sy

https://gifdb.com/gif/oh-really-sarcastic-tamar-braxton-38v4ehqlxxs78ezj.html
http://www.quickmeme.com/meme/3rl87d


Sarcasm detection 4: interjections

(1) Oh, great. Another flat tire.

(2) Yeah, because that's such a brilliant idea.

(3) Ah, of course you're right.

(4) Yeah, I totally believe that happened.

(5) Ah, the wonders of bureaucracy.



Sarcasm detection 5: emoticons

https://www.facebook.com/SarcasmLol/photos/a.1533243200337792/5686346485027422/?type=3



Sarcasm detection 5: emoticons

(1) Thanks for your help :) 

(2) Oh, you're a real genius. :| 

(3) Oh, you're sooooo funny! ;P 

(4) Sure, I believe you. -_-

(5) Thanks for being so helpful! ;-)

(6) Oh, I'm sure you're right. :/



Sarcasm detection 6: ML negation



Sarcasm detection 6: ML negation



Six semantic sources of metalinguistic negation markers (Yoon, ms)

1. Objection due to inappropriateness



Six semantic sources of metalinguistic negation markers

2. Objection due to unusuality or abnormality



Six semantic sources of metalinguistic negation markers

3. Objection due to unidentifiability-driven non-referentiality 



Six semantic sources of metalinguistic negation markers

3. Objection due to unidentifiability-driven non-referentiality 



Six semantic sources of metalinguistic negation markers

4. Objection due to non-existence-driven non-referentiality 



Six semantic sources of metalinguistic negation markers

4. Objection due to non-existence-driven non-referentiality 



Six semantic sources of metalinguistic negation markers

5. Objection due to unworthiness or dispreference



Six semantic sources of metalinguistic negation markers

5. Objection due to unworthiness or dispreference



Six semantic sources of metalinguistic negation markers

6. Objection due to insincerity



Sarcasm detection 5: ML negation

Six classes of
MN
markers

Semantic sources for
MN markers

MN markers

Class 1 inappropriateness Regular negation markers:
not, no way, nonsense in English; dhen ‘not,’ oxi ‘no’ in Greek; ci anh ‘not’ (external negation) in
Korean

Class 2 unusuality or
abnormality

Emphatics markers:
nyani ‘exclamative’ in Korean; lá ‘lit. there’, agora ‘lit. now’ in European Portuguese

Class 3 unidentifiability-
driven
non-referentiality

Anti-specificity markers:
part:indef ‘someone or other’ in ASL; mwusun ‘which,’etey ‘where,’ mwusun + depreciatives in
Korean dialects; qual ‘which,’ qual quê ‘which what,’ o quê ‘the what’ in European Portuguese; qué
… ni qué + depreciatives ‘what … nor what’ in Peninsular Spanish

Class 4 non-existence-driven
non-referentiality

Non-existence markers:
kayppwul ‘dog’s horn,’ nonexistent event-describing expressions (e.g. ‘sounds like a ghost’s peeling
and eating grains’, ‘sounds like a dog’s nibbling on grass,’ ‘sounds like a maki roll’s side popping,’
‘sounds like an earthwarm’s yawning,’ ‘sounds like a frog’s side-kicking’) in Korean;
nothing, nothing of the sorts in English; nada ‘nothing’ in European Portuguese; minga ‘no/nothing’
in Rioplatense Spanish

Class 5 unworthiness or
dispreference

Depreciative markers:
the hell, like hell, my ass, my eye, bullshit, poppycock, fiddlesticks, your old man, like fun, like
fudge, yo’ mama, my foot, X shma/schma-X in English; una leche ‘a blow/hit’, (unas/las) narices
‘a/the noses’, una mierda ‘a shit’, los cojones ‘the balls’ in Spanish; uma ova ‘a fish roe’, o tanas
(obscure meaning), o caralho/o caraças (‘penis’ (slang)), uma merda ‘a shit’ in European
Portuguese; qué … ni qué {narices/cojones/coño/mierda/leche} ‘what … nor what
noses/balls/cunt/shit/blow’ in Peninsular Spanish (repeated from class 3); mon oeil! ‘my eye’ in
French; wuskiney ‘laughable,’ {elecwuk-ul/mangh-al/yempyeng/wulacil/
nimilel}‘freezing.to.death/going.bust/epidemic/damn/damn’ in Korean dialects

Class 6 insincerity Irony markers:
coahaney ‘oh, you’d like that, do ya?’, nolkoissney ‘oh, you’re enjoying that, aren’t ya? in Korean;
yeah right, yeah yeah, oh yeah in English, tu parles! ‘go on (lit. you speak)’ in French

Table 1. The genesis of Metalinguistic Negation markers (Yoon, under revision)



Sarcasm detection 5: ML negation
Table 2. Four types of MN and six classes of MN markers

Four types of MN Six classes of
MN
markers

Semantic sources for MN markers MN markers

Type I:
Appropriateness
assessment MN

Class 1 inappropriateness Regular negation markers:
not, no way, nonsense in English,
ci an ‘not’ in Korean, etc.

Type II:
Emphatic denial
MN

Class 2 unusuality or abnormality Emphatics markers:
lá ‘lit. there’ in European Portuguese,
nyani ‘exclamative’ in Korean, etc.

Class 3 unidentifiability-driven
non-referentiality

Anti-specificity markers:
part:indef ‘someone or other’ in ASL,
mwusun ‘which’ in Korean, etc.

Type III:
Negative emphatic
denial MN

Class 4 non-existence-driven
non-referentiality

Non-existence markers:
nothing in English, nada in Spanish,
kayppwul ‘dog’s horn’ in Korean, etc.

Class 5 unworthiness or dispreference Depreciative markers:
the hell, like hell, X shma/schma-X in
English, wuskiney ‘laughable,’ elecwuk-
ul ‘freezing to death’ in Korean, etc.

Type IV:
Inory MN

Class 6 insincerity Irony markers:
yeah right in English, coahaney ‘oh,
you’d like that, do ya?’, nolkoissney ‘oh,
you’re enjoying that, aren’t ya?’ in
Korean, tu parles! ‘go on’ in French, etc.



Q: How to detect sarcasm? 

A1: Linguistic cues
A2: Contextual cues: Amazon rating



Research example: Oh & Yoon (in progress)



Research example: Oh & Yoon (in progress)



73

Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)
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Research example: Oh & Yoon (in progress)

Findings:
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https://tenor.com/search/great-sarcasm-gifs
https://tenor.com/search/sarcastic-good-job-gifs
https://oladino.com/product/never-better-skeleton-funny-dead-inside-sarcastic-svg-cricut-file/

https://tenor.com/search/great-sarcasm-gifs
https://tenor.com/search/sarcastic-good-job-gifs
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https://tenor.com/search/great-sarcasm-gifs
https://tenor.com/view/fantastic-thats-great-sarcastic-sarcasm-shrugging-it-off-gif-13761565

https://tenor.com/search/great-sarcasm-gifs


Q: How to detect sarcasm? 

A1: Linguistic cues
A2: Contextual cues: Amazon rating
A3: Machine Learning approaches 
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Machine Learning

Decision trees for dative data
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Machine Learning

Random Forest
- Generate multiple (smaller) decision trees and keep the average 
- Ensemble machine learning based on wisdom of crowds 
- Avoid overfitting for better prediction performance
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Machine Learning

Deep learning: Artificial Neural Network with multiple inner layers.   

https://playground.tensorflow.org

https://playground.tensorflow.org/
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Machine Learning approaches to Sarcasm detection

(Sarsam et al. 2020)
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Machine Learning approaches to Sarcasm detection

Common features of sarcasm detection

1. Lexical features: interjections and punctuation
2. Stemmed features
3. Pragmatic features: positive/negative emoticons, ToUser
4. Frequency-related features
5. TF-IDF
6. Part-Of-Speech (POS) taggers
7. Ambiguity
8. Synonyms
9. Personality

(Sarsam et al. 2020)
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Machine Learning approaches to Sarcasm detection

Common features of sarcasm detection

1. Lexical features: interjections and punctuation
2. Stemmed features
3. Pragmatic features: positive/negative emoticons, ToUser
4. Frequency-related features
5. TF-IDF
6. Part-Of-Speech (POS) taggers
7. Ambiguity
8. Synonyms
9. Personality

(Sarsam et al. 2020)
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https://www.reddit.com/r/tomodachilife/comments/14omhgh/when_youve_literally_helped_your_mii_successfully/?rdt=52205



93http://www.quickmeme.com/meme/35g4i4

https://www.reddit.com/r/tomodachilife/comments/14omhgh/when_youve_literally_helped_your_mii_successfully/?rdt=52205
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https://www.pinterest.com/pin/34128909660999666/
https://www.reddit.com/r/tomodachilife/comments/14omhgh/when_youve_literally_helped_your_mii_successfully/?rdt=52205
https://cz.pinterest.com/pin/342836590385909405/?amp_client_id=CLIENT_ID%28_%29&mweb_unauth_id=&simplified=true
https://makeameme.org/meme/wow-thank-you-vxy0cd
https://www.teepublic.com/pin/17352828-sarcastic-thank-you

https://www.pinterest.com/pin/34128909660999666/
https://cz.pinterest.com/pin/342836590385909405/?amp_client_id=CLIENT_ID%28_%29&mweb_unauth_id=&simplified=true
https://makeameme.org/meme/wow-thank-you-vxy0cd
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https://makeameme.org/meme/any-questions-wed
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests

Statistic
Prob. of
Negative

Prob. of
Positive

Ƹ𝑝1 0.189 0.170

Ƹ𝑝2 0.275 0.134

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences

ex) For negative sentences,

𝑝1 = (Prob. of neg. sentence in subset #1)
𝑝2 = (Prob. of neg. sentence in subset #2)
𝑝 = (Prob. of neg. sentence in the whole)
Ƹ𝑝1, Ƹ𝑝2 , Ƹ𝑝 are sample estimates for these
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests

Statistic
Prob. of
Negative

Prob. of
Positive

Ƹ𝑝1 0.189 0.170

Ƹ𝑝2 0.275 0.134

Ƹ𝑝2 − Ƹ𝑝1 0.085 -0.036

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences

ex) For negative sentences,

𝑝1 = (Prob. of neg. sentence in subset #1)
𝑝2 = (Prob. of neg. sentence in subset #2)
𝑝 = (Prob. of neg. sentence in the whole)
Ƹ𝑝1, Ƹ𝑝2 , Ƹ𝑝 are sample estimates for these
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests

Statistic
Prob. of
Negative

Prob. of
Positive

Ƹ𝑝1 0.189 0.170

Ƹ𝑝2 0.275 0.134

Ƹ𝑝2 − Ƹ𝑝1 0.085 -0.036

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences

ex) For negative sentences,

𝑝1 = (Prob. of neg. sentence in subset #1)
𝑝2 = (Prob. of neg. sentence in subset #2)
𝑝 = (Prob. of neg. sentence in the whole)
Ƹ𝑝1, Ƹ𝑝2 , Ƹ𝑝 are sample estimates for these

Does this change happen just by chance?
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests (normal approximation, two-sides)
ex) For negative sentences,

𝑝1 = (Prob. of neg. sentence in subset #1)
𝑝2 = (Prob. of neg. sentence in subset #2)
𝑝 = (Prob. of neg. sentence in the whole)
Ƹ𝑝1, Ƹ𝑝2 , Ƹ𝑝 are sample estimates for these

Ho:  𝑝2 − 𝑝1 = 0 (No change) 
HA:  𝑝2 − 𝑝1 ≠ 0 (Real change) 

Statistic
Prob. of
Negative

Prob. of
Positive

Ƹ𝑝1 0.189 0.170

Ƹ𝑝2 0.275 0.134

Ƹ𝑝2 − Ƹ𝑝1 0.085 -0.036

Z-statistic 6.085 -3.051

P-value 1.17 ×10-9 0.0023

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences

Under Ho

Z-statistic = 
ො𝑝2− ො𝑝1

√ ො𝑝(1− ො𝑝)(
1

𝑁1
+

1

𝑁2
)
~𝑁(0,1)

Reject the null since z-stat is too extreme
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests (normal approximation, two-sides)

Statistic
Prob. of
Negative

Prob. of
Positive

Ƹ𝑝1 0.189 0.170

Ƹ𝑝2 0.275 0.134

Ƹ𝑝2 − Ƹ𝑝1 0.085 -0.036

Z-statistic 6.085 -3.051

P-value 1.17 ×10-9 0.0023

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences

Theoretical distribution of Z-statistics

Threshold
P-value = 5%

Reject If  z-stat
Is in this region

Reject If  z-stat
Is in this region

Reject the null since z-stat is too extreme

Smaller
p-value

Smaller
p-value

0

Negative sentiment increases and positive sentiment decreases, significantly.
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Example #1: Sentiment Analysis
Q: Changes in sentiment? How much? How significant? 

A: Two-sample Binomial tests (normal approximation, two-sides)

Statistic
Prob. of
Negative

Prob. of
Positive

Ƹ𝑝1 0.189 0.170

Ƹ𝑝2 0.275 0.134

Ƹ𝑝2 − Ƹ𝑝1 0.085 -0.036

Z-statistic 6.085 -3.051

P-value 1.17 ×10-9 0.0023

Subset #1: 1st -1734th sentences
Subset #2: 1735th-3646th sentences

Theoretical distribution of Z-statistics

Threshold
P-value = 5%

Reject the null since z-stat is too extreme

Smaller
p-value

Smaller
p-value

0

Negative sentiment increases and positive sentiment decreases, significantly.

Reject If  z-stat
Is in this region

Reject If  z-stat
Is in this region
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Example #1: Sentiment Analysis

Q: Is this sentiment classification model good?

True
values

Assume these two columns are
true sentiments of sentences 
manually labeled by human experts. 
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Example #1: Sentiment Analysis

Q: Is this sentiment classification model good?

Predicted
values

True (reference)
values

Prediction error
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Example #1: Sentiment Analysis

Confusion matrix

Negative 
sentiment

(event), 23%

Non-negative 
sentiment

(no event), 77%

Negative 762 91

non-Negative 50 2743

Predicted

True

Q: Is this sentiment classification model good?
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Non-negative 
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(no event), 77%

Negative 762 91
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Q: Is this sentiment classification model good?
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Example #1: Sentiment Analysis

Confusion matrix

Negative 
sentiment

(event), 23%

Non-negative 
sentiment

(no event), 77%

Negative 762 91

non-Negative 50 2743

Predicted

True

Q: Is this sentiment classification model good?
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Example #1: Sentiment Analysis

Confusion matrix

Negative 
sentiment

(event), 23%

Non-negative 
sentiment

(no event), 77%

Negative 762 91

non-Negative 50 2743

Predicted

True

Accuracy = (2743+762)/(2743+762+50+91) = 0.9613

Q: Is this sentiment classification model good?
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Example #1: Sentiment Analysis

Confusion matrix

Negative 
sentiment

(event), 23%

Non-negative 
sentiment

(no event), 77%

Negative 762 91

non-Negative 50 2743

Predicted

True

Accuracy = (2743+762)/(2743+762+50+91) = 0.9613

Sensitivity = Recall = Power = True Positive Rate = 762/(762+50) = 0.9384
= 1 - (Type-II error) = 1 – (False Negative Rate) = 1 – 0.0616 

Q: Is this sentiment classification model good?

This “Negative” means “Non-negative sentiment”, not “Negative sentiment”
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Example #1: Sentiment Analysis

Confusion matrix

Negative 
sentiment

(event), 23%

Non-negative 
sentiment

(no event), 77%

Negative 762 91

non-Negative 50 2743

Predicted

True

Accuracy = (2743+762)/(2743+762+50+91) = 0.9613

Sensitivity = Recall = Power = True Positive Rate = 762/(762+50) = 0.9384
= 1 - (Type-II error) = 1 – (False Negative Rate) = 1 – 0.0616 

Specificity = True Negative Rate = 2743/(2743+91) = 0.9679
= 1 - (Type-I error) = 1 – (False Positive Rate) = 1 - 0.0321 

Q: Is this sentiment classification model good? Uninformative classifier: 
Sensitivity + Specificity = 1

This “Positive” means “Negative sentiment”, not “Non-negative sentiment”
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CAVEAT!
“Accuracy” can mislead model performance.

ex) Model for sarcasm detection
If sarcasm appears only once out of 100 
sentences, the accuracy of a model that 
always predicts “no sarcasm” is also 99%. 

What if sarcasm appears 0.5% of the time?
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Example #1: Sentiment Analysis

Q: Is this sentiment classification model good?

True
values

Assume these two columns are
true sentiments of sentences 
manually labeled by human experts. 
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Example #1: Sentiment Analysis

Q: Is this sentiment classification model good?

Predicted
values

True (reference)
values

Prediction error
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Example #1: Sentiment Analysis

Confusion matrix

Negative 
sentiment

(event), 23%

Non-negative 
sentiment

(no event), 77%

Negative 762 91

non-Negative 50 2743

Predicted

True

Q: Is this sentiment classification model good?
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Example #1: Sentiment Analysis
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CAVEAT!
“Accuracy” can mislead model performance.

ex) Model for sarcasm detection
If sarcasm appears only once out of 100 
sentences, the accuracy of a model that 
always predicts “no sarcasm” is also 99%. 

What if sarcasm appears 0.5% of the time?


