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01ZX|5 ®FA LLM (e.g. ChatGPT)

- 15M|7| Q2= O|=F, X|CHo| X|AlSHY



(I)—I_gxlg ?_"Ic'i Al for Science in the Era of LLM
15M|7| Q2= O|=, X|CHo| X|AEH T

22 AdE5s= (HEl'd) (2012~)
AlphaZero (@Science 2018)

Halicin (@Cell 2020)

AlphaFold (@Nature 2021)

DM?21 (@Science 2021)

AlphaDev (@Nature 2023)
AlphaMissense (@Science 2023)
GNoMe, Coscientist (@Nature 2023)



?—_gxlg ?_"Ic'i Al for Science in the Era of LLM
15M|7| Q2= O|=, X|CHo| X|AEH T

RURY, ASEE (Hald) 2012~)
AlphaZero (@Science 2018) =
Halicin (@Cell 2020)

AlphaFold (@Nature 2021)

DM21 (@Science 2021) B %‘Egl 0|3l3}71 If;
= O% _JI\_ I:IAE I:é —

AlphaDev (@Nature 2023)
AlphaMissense (@Science 2023)
GNoMe, Coscientist (@Nature 2023)
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mERd A5sE (HEld) (2012~)
AlphaZero (@Science 2018) =
Halicin (@Cell 2020)

AlphaFold (@Nature 2021)

DM21 (@Science 2021) B %‘Egl 0|3l3}71 If;
= O% _JI\_ I:IAE I:é —

AlphaDev (@Nature 2023)
AlphaMissense (@Science 2023)
GNoMe, Coscientist (@Nature 2023)
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elE XS 1Q

This site quizzes 9 Verbal & 4 Vision Als every week | Last Updated: 05:42PM EDT on October 08, 2024

IQ Test Results

Score reflects average of last 7 tests given

- % * VISION
50 60 70 80 90 100 110
Average 1Q

t Gemini Advanced OpenAl o1 preview

@ ChatGPT-4

® crrsomni
@ Bing Copilot

Claude-3.5 Sonnet

Show Offline Test

Show Mensa Norway

120

130 140 150

@ GPT4 Omni (vision)

() Llama-3.2

. Gemini Advanced (Vision)

VISION

€2 Claude-3 Opus (Vision)

160

[ZX https://trackingai.org/IQ]
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FTHE NOBEL PRIZE

John J. Hopfield Geoffrey E. Hinton

“for foundational discoveries and inventions
that enable machine learning
with artificial neural networks”

THE ROYAL SWEDISH ACADEMY OF SCIENCES
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7| Al S A
(Machine Commonsense)



AtAl(Commonsense)

< 4Al(Commonsense)0|2H?

3.-;nrw "\ the basic ability to perceive, understand, and judge that is
%y shared by (“common to") nearly all people.

Rom

N
£
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Al (Commonsense)
< 4Al(Commonsense)0|2H?

"% the basic ability to perceive, understand, and judge that is
* j) shared by (“‘common to") nearly all people.

HAMO R 7|=6tX| 22 X|A(unstated background knowledge)

v Ze|H MY0| ofEA XSSH=X[0f Cigt Y8EA O[df (intuitive physics)

v QI7to| S7|eF A0 Ciet YA O[df (intuitive psychology)

v BES9| dl0| 7tX|= LErAE At Cfgt X4 (knowledge of common facts)

7| Al & Al (machine commonsense)2

QIZiEIstHel HE Al A
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(Neural Commonsense Reasoning)?_I 7|'7

<+ XSMX|e dAFE HIH - l& E% (Symbolic Logic)
v @ 0pol'd (e.g. NELL, KnowltAll)
v X[AZE|Z (e.g. WordNet, YAGO, Cyc)
v FEIREAH (e.g. ConceptNet, OpenMind)

o|o|EX H#elut 0|ofj2] A

Limitations on Semantic Representation and Understanding
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(Neural Commonsense Reasoning)(|)_|7|'?

<+ XSMX|e dAFE HIH - l& E% (Symbolic Logic)
v @ 0pol'd (e.g. NELL, KnowltAll)
v X[AO2iZ (e.g. WordNet, YAGO, Cyc)
v ABREAY (eg. ConceptNet, OpenMind)

o|o|EX H#elut 0|ofj2] A

Limitations on Semantic Representation and Understanding

xl?_II-I_-IIOE 7=||=|E| 7HL=I EII :|

Perceptually Grounded Concept Representatlon

o2 2“ XI:-’I'?

EXHA S5 (e.g. Word2Vec, ELMo, Transformer, BERT)

= E1|0|E1§ H A M*' XAl &t& (e.g. NEIL, Verb Physics)
%'%49%1?’—51 01|§EHE' 9.“.:7 (e.g. Self-supervised Learning)

v O{2lot0f(0~1871 &)< 21X| &t Ofs (EEdelst, IX|Ha|=)

AN NN
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OfBH 7|1 A Y (83)E BIIHET? oawa 2010

by Elizabeth S. Spelke (Harvard Univ.)
X ?_|7|'2 ?_IxIHH:I' Theory of Core Knowledge [Developmental Science, 2007]

v %x'”, _ohoH'?"Xl', ol'—)l\—, fxl', 'CgEH, A|'§|&| 2|_EXH (Theory of Mind, Sally-Anne test)

o ELjO o I ° HICF
S ZH2 AA XAZ HIt < OjZlofo|o| Qx| d uf of X]
v ddk golo| AAl X[A T} Hlw v O{Zl0t0f(0~1871 &) DY AED} H|W
H|C|2, A|E3|0|M
HAE 24
Xt ojet o|o|x]| A3, H|C| 2, o=, 7|CH,
7|4k = o| HILAl 2f AMEYold BH AlEZ0|M HE
E42 M4 QIZHAA 2 7E
ApA A
XA
=4 ALAxt
Ho|gk AAl SR} DAL
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7|E 7|44 BlO|E| AT} 20| 3

[ N—

Winograd Schema Challenge (2011)

Turing Test Lt 2 HA|E CHBAL s 2X (273 QA) - M7t &

/(1) a  The trophy doesn’t fit into the brown suitcase because it’s too large. trophy / suitcase
b The trophy doesn’t fit into the brown suitcase because it’s too small. trophy / suitcase
/ Q) a  Ann asked Mary what time the library closes, because she had forgotten. Ann / Mary
b Ann asked Mary what time the library closes, bur she had forgotten. Ann / Mary
X 3) a  The tree fell down and crashed through the roof of my house. Now, I have to get it removed.  tree/ roof
b The tree fell down and crashed through the roof of my house. Now, I have to get it repaired.  tree / roof
X (@) a  The lions ate the zebras because they are predators. lions / zebras
b The lions ate the zebras because they are meaty. lions / zebras

[AAAI, 2020]
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Winograd Schema Challenge (2011)

Turing Test Lt 2 HA|E CHBAL s 2X (273 QA) - M7t &

/(1) a  The trophy doesn’t fit into the brown suitcase because it’s too large. trophy / suitcase
b The trophy doesn’t fit into the brown suitcase because it’s too small. trophy / suitcase
/ Q) a  Ann asked Mary what t?me the l?brary closes, because she had forgotten. Ann / Mary
b Ann asked Mary what time the library closes, bur she had forgotten. Ann / Mary
X 3) a  The tree fell down and crashed through the roof of my house. Now, I have to get it removed.  tree/ roof
b The tree fell down and crashed through the roof of my house. Now, I have to get it repaired.  tree / roof
X (@) The lions ate the zebras because they are predators. lions / zebras

The lions ate the zebras because they are meaty. lions / zebras
[AAAI, 2020]

SEA{REo] Q7= ML B E (> 7| A AFA M
A meko| LY xH
v SNLI 7}% 67%, MulthLI 7 53%01| 10{ T3ko| LY XY
4 VQA1.001|A1 O|0|X| & 11 o}xl b1 EFSH= B8 pblind model)O] 50% =&

VQA2.00{| A= 67%(binary)/27%(open) M=t 5 VQAY| 0] ko] LY XY

2 (A0)ZH0| BIOJE{X B
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olojot FEBY, ASE (el

 Distributional Hypothesis (Harries, 1954)

« Symbol Grounding Problem (Harnad, 1990)
» ALOI(ZHE) <-> AlALIZ(0]F)
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HLf A 2 H(LLM: Large Language Model)

Google
Our next-generation model: Gemini 1.5
- 00 Meta

Introducing Meta Llama 3: The most capable
> openly available LLM to date

April 18, 2024 @ OpenAl
May 13,2024

Introducing GPT-40 and more
tools to ChatGPT free users

We are launching our newest flagship model and
making more capabilities available for free in ChatGPT.

Try ChatGPT 7 Rewatch the livestream >
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LLM 5 (MMLU #iX|Or3

S

Q1Zt+=F: 89.8

Extra
Rank Model Vf;?gef Training Paper Code Result Year Tags
¢ Data
. Gemini: A Family of Highly Capable Multimodal
1 Gemini Ultra ~1760B 90 2 2023
Models
2 GPT-40 88.7 GPT-4 Technical Report (w) 2] 2023
; Claude30pus 88.2 The Claude 3 Model Family: Opus, Sonnet, Haiku 5 2024
(5-shot, CoT)
Claude 3 Opus . )
4 (5-shot) 86.8 The Claude 3 Model Family: Opus, Sonnet, Haiku =) 2024
-sho
Leeroo Leeroo Orchestrator: Elevating LLMs Performance
5 86.64 ) (v} 2) 2024
(5-shot) Through Model Integration
GPT-4
6 86.4 N GPT-4 Technical Report (w) 5] 2023
(few-shot)

Gemini Ultra

7 83.7
(5-shot)

[https://paperswithcode.com/sota/multi-task-language-understanding-on-mmiu]
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ChatGPT

4 .
=Mmini

* GPT-40, Gemini-1.0 pro 7| &

LLM SHA|

Which vehicles have the 4 tires and iron frame?
A. Ambulance

B. Bus

C. Sedan

D. SUV

E. None of them

The vehicles that have 4 tires and an iron frame are:
C. Sedan
D. SUV

All of the listed vehicles (ambulance, bus, sedan, SUV) have 4
tires and an iron frame.

So the answer is: Not listed (None of them).

X

X
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ChatGPT

4, . CHYOIM RITLE DHLp E27|AR QIARMCH MRE ZHO|H L
SMINI 8712 32 0hs RO 20| SoIM St QIAF BHAl0|X| g,

O ME ®A ol23iX| 1 910{8.

ro
Hl

* GPT-40, Gemini-1.0 pro 7|&



LLM SHA|

» HE|LE MAEE 0F oA

Are the vehicles all going in the same direction?

@ Yes, all the vehicles in the image appear to be going in x
the same direction.
ChatGPT

- en{ini No, the yellow bus is driving northbound, but the white van x
> appears to be traveling southbound.

. = 29
* GPT-40, Gemini-1.0 pro 7|&






1)

7| A &A AHsizgk (Al2)

& 7| AH|AMAL HiX|Ol3 ¢|o|E{All 7Et0] A|ZHA
v" Winograd Schema Challenge (2011), COPA (2011) > MEZ7} &, &&40j sHA
v AEREAYLE fE+, HO[E+ BIXOrE HO[HA JiE (e.g. WinoGrande'(44k QA))

o Al2 (¥HQIZX|S -'rl )7|- Il*'HﬂOI* HX|op3 Gloje Ml JEE M

Automatic KB

= ey e Completion Make an outdoor pillow
e f ) . [Sol1] Blow into a tin can and tie with rubber band X
o X A sy fiend ornga [Sol2] Blow into a trash bag and tie with rubber band v

wallet
arma around
PersonY

- = needed to / -
: :
\ . |
“/ o
X repels ¢ E
\zs 3 resut, Y's attack :;-)1 fecls

How do I find something I lost on the carpet?
(so11] Put a solid seal on the end of your vacuum and tum it X|

+— Xwants

B manes o o
®‘ :'}h ‘ e Z (Sol2] Put a hair net on the end of your vacuum and turn it on. ¢/
® - SN\
= D) Yomun T & e Hassubevent...- )
MO SAI C i o= s S i A Physical I0A
Commonsense KnOWledge "-’E ‘Q%% .. ; @3 \ uce Physical Q) | Interaction QA, a new commanse enchmark for|
v Graphs ————————————————— - Unseen Events e THe s 'r :

Twin sentences REASONING ABOUT MOTIVATION

tiv t J p f les with the li n
Attempting to light a cg.:l'u«, T—mnnn umbles w e lighter and mountain bt the log umbled down. because It was beirer situased for stabilicy Tracy had accidentally pressed upon Austin in
rops it. Someone...
nountain but the log tumbled down, because Bt was poorly situated for stabili the small elevator and it was awkward.
ng olf as much as Randy because he never played the gam Why did Tracy (a) get very close to Austin
do this? B (b) squeeze into the
ng golf as much as Randy hecause he ajren played the game elevator v

(c) get flirty with Austin

i the hot dog because it was in the oven for a longer amoun)

REASONING ABOUT WHAT HAPPENS NEXT

Alex spilled the food she just prepared all over
the floor and it made a huge mess.

n the hot dog because it was in the oven for a shorier amouw

cheating by leoking at her cards, because she kept Josi losing th

a) backs into the alley. |

cheating by looking st her curds, because she kept winming 1

hide st | showat |[ [persant] [lpmnnzl [paracnd]

What will Alex (a) taste the food
want to do next? ﬂ (b) mop up v
(¢) run around in the mess

Social Intelligence QA (SociallQA)

Commonsense Reasoning about Social Interactions

. Qi ; ; WinoGrande: Adversarial
WG, Stuntlons with Winograd Schema Challenge

Visual Commonsense = p
versarial Generations
at Scale

Reasoning

Story Cloze (2016) and SWAG (2018) H|O|E{Alloj C [https://mosaic.allenai.org]

T EA0{ 2Ol GPT, BERTZ} 0|0] Q17 =F9o| M4

31
AAAI 2020 Outstanding Paper Award =4t



CQA (Commonsense Question Answering)

ConceptNett A AEIREAY, tHFE AME AL S2HA2E 7/ (12k QA)

a) Sample ConceptNet for specific subgraphs

{ Watertali 1 Why do people read gossip magazines? What do all humans want to experience in their
&Y entertained, I get information, 5} learn,  own home?
e L# improve know how, 5! lawyer told to 3 feel comfortable, & work hard, & fall in love,
""" L+ lay eggs, & live forever
{ valiy !
b) Crowd source corresponding natural language questions Version 1.11 Random 5p|if Leaderboard

and two additional distractors

(12,102 examples with 5 answer choices)
Where on a river can you hold a cup upright to catch water on a sunny day?

 waterfal, X bridge, X valley, X pebble, X mountain

Where can | stand on a river to see water falling without getting wet? Model =+ Affiliation s Date ¢+ Accuracy Accuracy™
X waterfall, o/ bridge, X valley, X stream, X bottom a -
I'm crossing the river, my feet are wet but my bodly is dry, where am 1? Human 03/10,/2019 889
X waterfall, X bridge, v/ valley, X bank, X island B ,

ALBERT (ensemble model) Zhiyan Technology 12/18/2019 765

XLMNet + Graph Reasoning (single model*) Microsoft Research Asia and Bing 08,/24/2019 75.3

KEDGN [ensemble model) PLA Academy of Military Science 1/10/2020 744

RoBERTa + KE [single model) Alibaba DAMO NLP 10/18/2019 73.3

DREAM (ensemble medel) Microsoft Research Asia and Bing 10/11/2019 733

HyKAS 2.0 [single model) CMU & Bosch Reseorch ond Technology Center 12/14,/2019 73.2

[Pitisburgh]

FreelB-RoBERTa (ensemble medel) Microsoft Dynamics 365 Al Research & UMD 10/03,/2019 73.1

Robertalarge + G-DAUG-Combo (single Northwastern Univarsity & Al2 3/09/2020 726

medel)

KEDGN (single model) PLA Academy of Military Science 1/10/2020 725

RoBERTa [ensemble modsl) Facebook A 08/13,/2019 725

[https://www.tau-nlp.org/commonsenseqa] .



VCR (oVisuaI Commonsense Reasoningg%kqm

HSIAHOA DR EAY, (R ITBAREMA, B2, WAL CE 7Y

Why is [person4.] pointing at [person1 ]?
person3 4.4 ] that [person1 ] ordered the pancakes.

a) Heis telling [pers
b) He just told a joke.
c) Heis feeling accusatory towards [person1 ].
d) Heis giving [personi n] directions.

1] ] has the pancakes in front of him.
/ Cho, b) [person4 gl ] is taking everyone's order and asked for clarification.
becau‘:: g ok 8] is looking at the pancakes and both she and

[ersonZ : ] are smiling slightly.
d) is delivering food to the table, and she might not

a) [personi

know whose order is whose.
Rank Model Q- QA- Q-
>A >R =AR
Human Performance 91.0 93.0 85.0

University of Washington

(Zellers et al. '18)

o] UNITER-large (ensemble) 79.8 83.4 66.8
M5 D365 Al
https://arxiv.org/abs/1909.1174
0
2 UNITER-large (single model) 77.3 80.8 62.8
MS D365 Al
https://arxiv.org/abs/1909.1174
0
3 KVL-BERT 76.4 786 60.3
Beijing Institute of Technology
4 ViLBERT (ensemble of 10 764 780 59.8
models)
Georgia Tech & Facebook Al
Research

https://arxiv.org/abs/1908.0226

[https://visualcommonsense/leaderboard/]



VCR (oVisuaI Commonsense Reasoningg%kQA)

HSIRHOIM EQELY, (RS ITEAREAA, S2|4A], BAMACE Y

Why is [person4n] pointing at [person1 ﬂ]?
] that [person1 )] ordered the pancakes.

a) He is telling [|
b) He just told a joke.
c) Heis feeling accusatory towards [person1 ].
d) Heis giving [personi ] directions.

a) [person1 &Y ] has the pancakes in front of him.

/c/,o$e b) '\ :

are smiling slightly.
] is delivering food to the table, and she might not

Rank Model Q- QA- Q- oS o]l —
A >R >AR VCRE T OHA-I e
A x . . 3
- QIAM 40| X|Z(recognition-level perception)
Human Performance 91.0 93.0 85.0 7H E} 7H E Ad7AH 77k A\ EF
University of Washington ,S'og‘ X_Igl a xl' ._.|x." = O( = E'7H _l._) (= xI
el o115 =2| F&&(cognition-level reasoning)
ellers et al. — . -
e.g. YAE0| O, B, ALY gt
m UNITER-large (ensemble) 79.8 834 66.8 A|-0|9_| ﬂH_]JE _E_ %'ﬂ- rél_g_
MS D365 Al
https://arxiv.org/abs/1909.1174
0
: . 0—A QA—-R Q- AR
! UNITER B;ggsfz;ﬂf mode) 773 808 628 Model | Val Test | Val Test | Val Test
) Chance [25.0 250250 250| 62 62  Model | 0—A | 0A — R | 0 — AR
https://arxiv.org/abs/1909.1174
) > BERT 53.8 539|641 645|348 350 R2C |63.8 |67.2 |43,1
5 BERT (response only) | 27.6 27.7 | 263 262 | 7.6 73
, UL BLRT es e eos % ESIM+ELMo 458 459|550 551|253 256 Noquery 48.3 1435 21.5
) ’ ' ' & LSTM+ELMo 28.1 283 (287 285| 83 84 Noreasoning module |63.6 65.7 42.2
: Bejing Institute of Technology No vision representation| 53.1 63.2 33.8
RevisitedVQA [38] | 39.4 40.5 | 34.0 337|135 138 _ : : :
< BotiomUpTopDown[/] | 42.8 44.1 | 25.1 251|107 11.0 (GloVe representations | 46.4 383 183 J
4 ViLBERT (ensemble of 10 76.4 78.0 59.8 gMLB [42] 455 462 |36.1 36.8|17.0 17.2
models) MUTAN [6] 444 455|320 322|146 146
Auguﬂ,zmsi Georgia Tech & Facebook Al R2C | 638 65.1 ‘ 672 67.3 ‘ 43.1 44.0 — 24 O'I O_I EE" ol 7|' SHAI E =
Research R . . . . X FEA o] BERT °—| Al s
Human | 91.0 | 93.0 | 85.0

https://arxiv.org/abs/1908.0226

[https://visualcommonsense.com/leaderboard/]



1. SOLAR
2. COCONUT
3. DIVE

[ACL Findings, 2022]
[ACL Findings, 2024]
[EMNLP, 2023]



Self-supervised cOntrastive LeArning with missing Relations

S O LA R [ACL Findings, 2022]

< How to Learn from Missing Relations
v Contrastive learning with missing relations

PersonX loves dogs > PersonX loves dogs XWant — to adopt one > D
T —
\ 4 "
( e ) PersonX likes dogs xAttr — warm hearted > D
Brlé.lRTScore*[: -
.9 BART
=pp | PersonX begin to worry —»|  PersonX begin to worry xReact - worried D
[ ] \
o (.
A 4
CSKG ( P ] PersonX starts to panic xReact - stressed )
B‘I'E'I:(TScore*[: cee
Projection
eee Layer

36



% Contrastive Learning

PersonX loves dogs

XWant — to adopt one

SOLAR

\

\ 4

PersonX likes dogs

XAttr — warm hearted

\ 4

\ 4

S ————

PersonX begin to worry xReact - worried
\

PersonX starts to panic xReact - stressed
\

BART

! 4

JO00000L

1000 DObu
v

Projection

[ACL Findings, 2022]
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S O LA R [ACL Findings, 2022]
< SOLAR outperforms COMET (automatic & human evaluation)

BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr BERTScore

c Net COMET-large 17.88 1135 R 4.00 13.47 19.36  37.72 54.07
Onceptiel  SOLAR-large 19.28 1273 8.57 5.62 14.69 20.89  43.15 54.71
aTomic  COMET-arge 5405 3492 2404 1762 35.06 56.93  75.46 64.84
SOLAR-large  54.31 3577 2541  19.45 35.30 5711  76.33 64.91
aTomicze COMET-arge 4608 2823 1870 1286 32.22 49.44  62.13 63.52
20 SOLAR-large 46.51 2899  19.52  13.73 32.53 49.76  63.24 63.58
BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr BERTScore
ConcentNet COMET-base 1560 10.26 6.88 4.84 11.79 16.61 33.41 53.18
oncept¥el SOLAR-base  17.12  11.55 8.10 5.79 12.90 1825 3891 53.86
aTomic  COMET-base 5303 3397 2313 1690 34.05 5607  74.63 64.57
SOLAR-base  53.59  34.51 2389  17.82 34.42 56.60  75.24 64.78
aTomic2e COMET-base 4499 2695 1744 1177 31.20 4833  59.48 63.11
20 SOLAR-base 4542  27.62  18.15  12.47 31.59 4884  61.12 63.27

ConceptNet  ATOMIC ~ATOMICZ)

COMET-base 75.6 85.6 81.2
SOLAR-base 81.8 85.9 82.1
COMET-large 81.3 87.1 84.0
SOLAR-large 85.1 88.2 86.8
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S O LA R [ACL Findings, 2022]

< Robust to overlapping words and statistical bias

Input (Subject — Relation) Model Inference results
COMET busy
PersonX is always busy — xReact SOLAR tired
Ground Truth Exhausted
COMET mix with sugar
Sugar cube — ObjectUse SOLAR sweeten coffee
Ground Truth eat as food
COMET PersonX is allergic to water
PersonX gives PersonY a cup — HinderedBy SOLAR PersonX doesn’t have a cup
Ground Truth PersonY is not thirsty
COMET PersonX is allergic to the movie
PersonX likes the movie — HinderedBy SOLAR The movie is too boring
Ground Truth They were too busy texting
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COntextualized COmMmmonseNse Unified Transformer

COCONUT

Contextualization Examples (130)

O
A

Human

+
(fountain pen, LocatedAt, blotter)

Blotters remove ink from fountain pens.

[ACL Findings, 2024]

What absorbs extra ink from a fountain pen?

‘ In-Context Learning (10-shot)

calligrapher’s

shirt pocket . hand
Commonsense TS ~ .
Knowledge Graph fountain pen ) inkwell La n g Ua g e
(ConceptNet)y -7 P S —— s
desk drawer i ink MOdel

(LLaMA-65B)

Cogmo:.sense What do people use to absorb extra ink from a fountain pen?
vestion (a) blotter (b) desk drawer (c) shirt pocket (d) calligrapher’s hand (e) inkwell
(~2.5M) Y o
Distillation
1. Generating contextualize “ COCONU
J (Ts-large/3B)
Inference
New . 1
Where are y@4ille@BFRd D1 Qr ﬁner@e conte
Cogmo:.sense (a) pizza (b) fast food restaurantl(cg) 9 M Od e I
uestion o
(UnifiedQA)
(LLaMA)

A hamburger is a type of fast food, a dish made from ...

10 generated knowledge descriptions per question

3. Augmenting language models with generated contextualized knowledge

Contextualized Knowledge Examples (~3.2M)

Blotters are used to remove ink from fountain pens after use.
Desk drawers are used to store pens.

A fountain pen is a type of pen that has an internal ink ...

A calligrapher’s hand refers to the hand holding the pen.

Inkwells are used to hold ink for dipping pens and quills.

1 knowledge description per candidate

Jith a large language model

oM a common en(fe cluestion
— ftast food restaurant
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COCO N UT [ACL Findings, 2024]
<+ COCONUT outperforms strong baselines

B None M GKP GPT3-Curie  Rainier-large M Coconut-large (ours)

Seen datasets Unseen datasets
75 55

(o))

Uz
N
(9]

N

(9]
w
(9]

Average Accuracy
()]
(5]
Average Accuracy

w
(9]
N
(O]

UQA-small UQA-base UQA-large UQA-3B UQA-small UQA-base UQA-large UQA-3B

Inference Model Inference Model

Effective knowledge augmentation on both seen & unseen datasets

Method #Params OBQA ARC. ARC;, CSQA QASC PIQA SIQA WNGR Avg.
UnifiedQA-large 0.77B 69.8 68.1 552 614 431 634 529 533 587
+ GKP GPT-3 Davinci +175B 746 754 646 702 638 677 587 56.6 665

+ GKP GPT-3 Davinci + Vera + 180B 77.6 800 676 719 662 704 594 572 6838
+ LLaMA-65B + ConceptNet + 65B 75.4 8l 666 692 627  Ib6 590 565 682
+ COCONUT-3B (ours) + 3B 80.8 809 689 809 753 796 640 588 73.7

SOTA knowledge augmentation results (+4.9% vs. GPT-3 Davinci)
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Descriptive, dlverse Visual commonsense gEneration

D IV E [EMNLP 2023]

<+ Motivation

The skewed distribution of visual
commonsense graphs can lead to bias
towards generic inference generation’

Most frequent inferences

Before

walk into the room
enter the room
walk up to person
sit down at the table
sit at the table
sit down
approach person
put on a uniform
talk to person
order a drink

500 1000 1500

Intent

‘OAOF "walk up to Personl" talk to person

e "have a conversation" il = .y
o h
Xisting "stand behind Personl" ask person a ZZes(::zre\
model have a conversation with person
spend time with person
5 . hear what person has to say
"meet Personl in the music store" g o
"hear Personl play guirar" 0 100 200 00 400
DIVE "begin talking with Personl about music" After

talk to person
leave the room
stand up

"work 1n the music store with Personl" hug person
speak to person

"be interested in Personl's guitar playing" volk away
" DS | | talk with person
see Personl playing walk away from person

3 5 kiss person
"listen to the music" ask person a question

Human

0 500 1000 1500 2000

1) InVCG, 61% of images involve the 100 most frequent inference results as their labels, which are predominantly generic, 42
like “talk to Person1” and “eat dinner”



DIVE [EMNLP 2023]

< ldentifying generic inferences

Frequency
v" How many images are related to an inference
v" Higher is more generic

Semantic concentration

Frequency: 3 ) v How concentrated the features of the related

Semantic concentration: 0.6 images are in the feature space

v" Measured by average cosine similarity of the
feature representations via CLIP

ok

See what 1 is
holding

Image Feature Space v Lower is more generic
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DIVE [EMNLP 2023]

<+ Filtering out inferences to balance the distribution

Filtering probability

v threshold xsemantic concentration
frequency

Get closer
look at 1

See what 1 is
holding

v Deterministically removing P of inferences from

related images with the lowest average similarity
to the other images

Training set | #Image #Inference
Original 47,595 1,174,063
Filtered 47,595 949,284

R
. Filtering out

High frequency

Speak to 1 . ,
Low semantic concentration
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D I V E [EMNLP 2023]
7

< ldentifying information specific to given image

Maximize Agreement

/ Minimize A greemm
/ / o

AN N N AN
Image Projection Layer Text Projection Layer
A A A A
AN N N N
Vision-Language Encoder Vision-Language Decoder

Get closer
look at 1

See what 1 is
holding

‘\'\\ly", "
Sampling images related to Sampling an inference uniquely
a common description related to one image 45



DIVE [EMNLP 2023]

< DIVE outperforms KM-BART (automatic & human evaluation)

Model Length Yngve Dist-2 Dist-3 R@1 R@5 R@I10 Entropy Unique Novel
Visual COMET 4.733 7.68 S8K 127K 2956 53.76  64.38 19.38 4228 45.24
KM-BART 4.614 7.37 67K 159K  37.38 62.03 71.75 18.76 57.61 38.57
BLIP 4.659 7.50 77K 174K 66.21 88.52 93.52 18.56 5848  40.82

DIVEparT (ours)  5.156 8.88 84K 207K 5140 7747 85.02 21.09 76.09  54.20
DIVEgrip (ours)  5.223 8.80 93K 221K 77.14 9478 97.38 20.91 76.05  56.50
Human ‘ 4.858 8.15 93K 190K - - - 20.71 7434 5498

DIVE achieves human-level performance

Which is more Which is more Which is more
reasonable and informative diverse in meanings
true and precise and expressions
DIVEBarT Plausible Descriptive Diverse
VS. Win Lose | Win Lose | Win Lose

Visual COMET | 61.7 38.3 | 54.7 453 | 68.9 31.1
KM-BART 59.8 40.2 | 56.0 44.0 | 56.7 43.3

GIF CRL | SPICE R@1 Unique
v v 7.33 51.40  76.09
- 6.89 48.87  73.49

- v 7.05 3293  56.56
- - 7.19 37.38  58.12

DIVEBarT
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