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Large Language Models
(LLMSs) as Linguists

Park, Myung-Kwan
(Dongguk University)

1. Introduction

,‘ . . Y78 ¥4 . . ° °
We're Entering Uncharted Territory I’'m not super interested in duplicating

foie Fofaidhs the things that humans are already
Terence Tao, the world’s greatest living machematician, has a vision for g OOd at- It see m s i n effi Cien t- I th i n k a t

Al

the frontier, we will always need
humans and Al. They have
complementary strengths. Al is very
good at converting billions of pieces of
data into one good answer. Humans are
good at taking 10 observations and
making really inspired guesses.”

By Martreo Wong

The Atlantic - October 4, 202




The purpose of this talk

* The title of the talk: Large Language Models as (Psycho/
Neuro)Linguists

« Can we assess/evaluate LLMs as (Psycho/ Neuro)Linquists?

» As (Psycho/ Neuro)Linguists, we are asked to assess/evaluate what
LLMs are.

The roadmap

« What are LLMs or their characteristic properties?
* Linguistically relevant evaluation of LLMs
« More recent linguistics-oriented assessment of LLMs

* Future prospects of interaction/cooperation between LLMs
and humans



2. An LLM (vs. SLM)

* A large language model (LLM) is a type of computational model
designed for task related to natural language processing (NLP),
including language generation. As language models, LLMs acquire
these abilities by learning statistical relationships from vast
amounts of text during a self-supervised and semi-supervised
training process.

* An LLM is a model that has developed based on NLP technology.
LLM implements the fundamental principles of NLP while enabling
a higher level of language understanding and generation. These
models allow for more accurate and NLP across various
applications, such as  translation, summarization, and
conversational Al. Do they simulate or replicate humans?

2. An LLM

* The largest and most capable LLMs, as of August 2024, are
artificial neural networks built with a decoder-only
transformer-based architecture, which enables efficient
processing and generation of large-scale text data.

* Modern models can be fine-tuned for specific tasks or can
be guided by prompt engineering. (task-oriented)

* These models acquire predictive power regarding syntax,
semantics, and ontologies inherent in human language
corpora, but they also inherit inaccuracies and biases present

in the data they are trained on. [the model's architecture, training
processes, and inherent assumptions, in addition to the data alone]




The Three Key Components of an LLM [1]

» Transformer Architecture: At the core of LLMs, the transformer
architecture, with its self-attention mechanism, allows the model to
capture relationships between words across long text sequences. This
enables the model to understand context and %enerate coherent,
contextually relevant language, much like how humans maintain
consistency in conversation or writing.

The human counterpart to the transformer architecture in Large
Language Models (LLMs) would be the cognitive mechanisms of
attention and memory in the human brain. Just as the transformer
architecture relies on a self-attention mechanism to capture
relationships between words over long text sequences, humans use
their attention and working memory to focus on relevant information
while recalling past experiences and context during conversation or
writing.

Output
Probabilities

eed
. i Forward
Encoding layers with Decoder layers with
Multi-headed Self-Attention Add & Norm Masked Multi-headed
Add & Norm i
= Muiti-Head Self-Attention, and
eed Attention i .
Forward F Nx | | Multi-headed Cross-Attention
Nix | Add & Norm
Add & Norm Masked
Residual Connections, ol o
Layer Normalization, «—7 | Iy 7 1 F
& Dropout & VIRLS ——/)
Positional @_\ Positional
, &) @
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Title: Annotated Transformer Architecture



Architecture vs. algorithm

* In the context of a transformer-based LLM, the transformer
architecture is the framework that dictates (i) how the model
processes input text, (ii) how layers of attention and embeddings
are structured, and (iii) how data flows through the model to

enerate output. The architecture specifies the layout of attention
ayers, feed-forward networks, and positional encodings but does not
dictate the specific steps or rules used for processing.

« Within the transformer architecture, the self-attention mechanism is
an algorithm. This algorithm defines the process by which the model
computes attention scores, determines the relevance of different
tokens in the input, and updates the representation of each token
based on those scores.

* In sum, the brain's architecture is the physical structure and
organization of its different regions and networks, while the
algorithms are the cognitive processes or methods the brain uses to
perform tasks such as reasoning, learning, or problem-solving.

The Three Key Components of an LLM [2]

* Pretraining on Massive Text Corpora: LLMs are pretrained on
vast datasets containing diverse language sources (books, websites,
articles), which help them learn grammar, semantics, and the
intricacies of human language. This extensive training allows LLMs
to mimic human-like language patterns and general?ze across a
wide range of topics.

* Generalization in NLMs is the model's ability to extrapolate knowledge from its
training data to make predictions or generate outputs based on new prompts. This
involves recognizing patterns, relationships, and structures within the data.

+ Human generalization is the cognitive ability to apply knowledge and experiences
from past encounters to new situations. It involves recognizing similarities and
differences to make inferences or decisions.




Comparison

30B 2008

3B GPT-4

. ° 570B
10 y.o. ELMo BERT RoBERTa GPT-3

Human (2018) (2018) (2019) (2020) (2023)

Comparison of Human and Model Linguistic Input

\ BabyLM Challenge

Sample-efficient pretraining on a developmentally plausible corpus

Summary: The BabyLM Challenge will be held again as the
shared task for CoNLL 2024, collocated with EMNLP! The
overarching goals of the challenge remain the same, though
some of the rules are different for this year. see beiow for an overview of rules updates.
* All data is available at this the (Open Science Framework) OSF
directory! Data includes:

— Updated 100M and 10M word text-only dataset, with
higher proportion child and child-directed speech.

— A new multimodal dataset with 50M words of paired text-
image data, and 50M words text-only data.

* The evaluation pipeline is out here!




The Three Key Components of an LLM [3]

 Contextual Embeddings: LLMs use word or token embeddings that
represent words in dense vector spaces, capturing semantic
meanings and relationships. These contextual embeddings allow the
model to understand not just individual words but also the meaning
derived from word combinations and context, making the generate
text more natural and human-like.

* The human counterpart to contextual embeddings in LLMs is the
semantic memory and contextual understanding in the human brain.
Just as LLMs use embeddings to represent words In a way that
captures their meanings and relationships based on the surrounding
context, humans rely on their semantic memory to understand the
meanings of words, phrases, and their relationships within different
contexts.

Deep Learning: A Synthesis

« Cameron J. Buckner's (2024) book, From Deep Learning to Rational
Machines, offers a uniqfue and insightful perspective on the
burgeoning field of artificial intelligence (Al). By bridging the gap
between deep learning technology and philosophical inquiry, Buckner
provides a valuable framework for understanding the potential
Implications and challenges of Al development.

» Buckner's analysis suggests that deep learning models can be seen as
a synthesis of nativist and empiricist principles. On one hand, deep
learning models are often initialized with random weights, which can
be seen as a blank slate similar to the empiricist view. These models
then learn through experience, adjusting their weights based on the
data they are exposed to. This process Is analogous to the empiricist
idea that knowledge is acquired through interaction with the
environment.




Deep Learning: A Synthesis

« However, deep learning models also incorporate a degree of
innate structure. The architecture of a deep learning model,
including the number of layers, the type of neurons, and the
connections between them, can be seen as a form of innate
knowledge. This architecture provides a framework for learning,
guiding the model towards specific types of patterns and
relationships.

* In this sense, deep learning models can be viewed as a hybrid of
nativism and empiricism. They incorporate both innate structures
(similar to nativism) and the ability to learn from experience
(similar to empiricism). This synthesis challenges the traditional
dichotomy between these two perspectives and suggests that a
more nuanced understanding of intelligence may be necessary.

Evaluation/Assessment of NLMs [1]

Language Modeling with Syntactic and Semantic Representation for
Sentence Acceptability Predictions

Adam Ek Jean-Phillipe Bernardy Shalom Lappin
Centre for Linguistic Theory and Studies in Probability
Department of Philosophy, Linguistics and Theory of Science
University of Gothenburg

* Ek et al's (2019) experiments indicate that syntactic depth and
tags lower the perplexity compared to a ﬁlain LSTM language
model, while semantic tags increase the perplexity. Their
experiments also show that neither syntactic nor semantic tags
improve the performance of LSTM language models on the task
of predicting sentence acceptability judgments.



Evaluation/Assessment of NLMs [2]

BLiMP: The Benchmark of Linguistic Minimal Pairs for English

Alex Warstadt!, Alicia Parrish', Haokun Liu?, Anhad Mohananey?,
Wei Peng?, Sheng-Fu Wang', Samuel R. Bowman'%3

3Center for Data Science
New York University

2Dept. of Computer Science
New York University

'Dept. of Linguistics
New York University

» Warstadt et al's (2020) BLIMP consists of 67 individual datasets,
each containing 1,000 minimal pairs, i.e. pairs of minimally
different sentences that contrast in grammatical acceptability and
isolate specific phenomenon in syntax, morphology, or

semantics.

BIIMP

Phenomenon N  Acceptable Example Unacceptable Example

ANAPHOR AGR. 2 Many girls insulted themselves. Many girls insulted herself.

ARG. STRUCTURE 9  Rose wasn’t disturbing Mark. Rose wasn’t boasting Mark.

BINDING 7  Carlos said that Lori helped him. Carlos said that Lori helped himself.

CONTROL/RAISING 5  There was bound to be a fish escaping.  There was unable to be a fish escaping.

DET.-NOUN AGR. 8  Rachelle had bought that chair. Rachelle had bought that chairs.

ELLIPSIS 2 Anne’s doctor cleans one important Anne’s doctor cleans one book and
book and Stacey cleans a few. Stacey cleans a few important.

FILLER-GAP 7  Brett knew what many waiters find. Brett knew that many waiters find.

IRREGULAR FORMS 2 Aaron broke the unicycle. Aaron broken the unicycle.

ISLAND EFFECTS 8  Which bikes is John fixing? Which is John fixing bikes?

NPI LICENSING 7  The truck has clearly tipped over. The truck has ever tipped over.

QUANTIFIERS 4 No boy knew fewer than six guys. No boy knew at most six guys.

SUBJECT-VERB AGR. 6  These casseroles disgust Kayla. These casseroles disgusts Kayla.

10



BLIMP

S o o>

Model O %\éo
S-gram ) SN YRY)

LSTM 69.8 | 91.7

TXL 69.6 94 |

GPT-2 83.0

Human 975

Table 3: Percentage accuracy of four baseline models and raw human performance on BLiMP using a forced-
choice task. A random guessing baseline would achieve an accuracy of 50%.

Evaluation/Assessment of NLMs [3]

Evaluating the Existence Proof:
LLMs as Cognitive Models of Language Acquisition®

Héctor Javier Vdzquez Martinez'! Annika Heuser! Charles Yang'? Jordan Kodner?
!University of Pennsylvania, Deptartment of Linguistics
ZUniversity of Pennsylvania, Deptartment of Computer and Information Science
3Stony Brook University, Dept. of Linguistics & Inst. for Advanced Computational Science

* When trained on child-scale input data and evaluated on widely used
benchmarks, LLMs can be readily matched by simple baseline models
that are demonstrably madequate for human language. As a partial
remedy, Martinez et al. (2024) advocate for the ‘use” of thoroughly
validated datasets that more accurately reflect the scope of
linguistic knowledge. On these datasets, even LLMs trained on very

Ik?r e amounts of data perform in a way inconsistent with human
ehavior.

11



Results

LI-Adger Dataset: LM accuracy as compared to human ME judgements.
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Baby-CHI

The LI-Adger dataset is a comprehensive
collection of 519 sentence types, 300
collected by Sprouse et al. (2013) from
Linguistic Inquiry (LI) 2001-2010, a major
theoretical journal in linguistics, and 219
collected by Sprouse and Almeida (2012)
from Adger 2003 Core Syntax textbook.
Each sentence type includes eight hand-
constructed sentences, assembled into
150 pairwise (LI) and 105 multi-condition
(Adger) phenomena where each minimal
pair is lexically matched.

1.0

LI-Adger Dataset: Standard Deviation Human and
Model Judgment Correlation Matrix

Baby-News 0.

Baby-Wiki 0.
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« We observe generally high correlations between the various
LLMs, but much lower correlations between the LLMs and
humans.

« As humans are the odd ones out, this suggests that
whatever the LLMs learn does not appear to be human-like.

* Interestingly, the BabyBERTa LLMs show very high
correlations with the naive trigram log-likelihood scores and
very low correlations with trigram SLOR (syntactic log-odds
ratio) scores, raising further suspicions that these small
acquisition-inspired LLMs behave like a very non-human-
like model.

Linzen (2019) in Language

PERSPECTIVES

What can linguistics and deep learning contribute to each other?
Response to Pater

TAL LINZEN

Johns Hopkins University

13



The gist of Linzen (2019):
[i] Linguists

[1] Linguists are best positioned to define the standards of
linquistic competence [‘knowledge of lanquage”] (vs.
performance) that natural language technology should aspire to,

to identify concrete examples that test whether those standards
are met, and

to interpret the behavior/performace of the neural networks
when they fail to meet them. (At the same time, a corpus-based
approach will most likely need to be supplemented with a
controlled experimental approach).

[ii] Neural network LMs

[2] Neural networks provide a useful platform for constructing
models of language acquisition and on-line sentence
processing. Much of the work in this vein has so far focused on
architectures that are implemented in standard software packages.

... The scientific study of language will benefit not only
from consuming the products of neural network research
but also from actively contributing to it.
computational linguistic perspectives
reverse engineering perspectives on NLP

14



(i) Innate biases in human language acquisition (vs. the so-called
‘blackbox’ issue in NLP)

Syntactic theories often propose innate constraints on the
learner’s hypothesis space. . . . The poverty of stimuli

The effectiveness of contemporary neural networks in
learning from realistic corpora makes it possible to put these
learnability concerns to an empirical test.

(10) My walrus that will eat can giggle.
(11) a. Can my walrus that will eat giggle?
b. *Will my walrus that eat can giggle?

The structural hypothesis

==> This has motivated the hypothesis that children are innately
constrained to consider only the structural hypothesis
(Chomsky 1971).

McCoy et al. (2018) trained a number of standard ‘sequence-
to-sequence’ RNNs to form such questions in a fragment of
English, withholding crucial examples such as (11a).

15



A more specific linguistic issue: A
domain-general or specific learner?

Linguistic Inquiry Early Access Corrected Proof
https://doi.org/10.1162/ling_a_00491
© 2022 by the Massachusetts Institute of Technology

Using Computational Models to
Test Syntactic Learnability

Ethan Gotlieb Wilcox
Richard Futrell
Roger Levy

As Clark and Lappin (2010) advocate, Wicox et al. (2023) frame
the APS as a logical argument about the necessity of

language-specific biases.

* The Argument from the Poverty of the Stimulus asserts that:

1. Language learners acquire their target language (L;) through
either general or language-specific algorithms.

2. The linguistic data available could support countless potential
generalizations (L,, L,, etc.).

3. Learners consistently acquire the specific generalizations of
their target language (L,).

4. No general learning algorithms favor L, over other possibilities.

* Thus, children must use algorithms with strong language-specific
biases to acquire their target language.

16



A domain-general or specific learner?

Filler-gap dependency
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Figure 7

Adjunct islands. Error bars represent 95% confidence intervals.

Control  Island

The results

Control  Island

Control  Island

Control  Island

o

+gap
-gap

There was a relative
reduction in wh-
licensing
interactions
between

the control and
island conditions
for all neural
models (p < 0.001),
but not for the n-
gram model.

» Wilcox et al. (2023) evaluated a model's acquisition of island
constraints by demonstrating that its expectation for a filler-
gap contingency is attenuated within an island environment.

* Their results provide empirical evidence against the argument
from the poverty of the stimulus for this particular structure.

17




Large Language Models and the Argument
From the Poverty of the Stimulus

Nur Lan, Emmanuel Chemla, and Roni Katzir

January 2024

* Lan et al. (2024) further examine parasitic gaps and across-
the-board movement, and argue that current networks do
not, in fact, succeed in acquiring wh-movement and do not
even provide a passable approximation of wh-movement.

* They also show that the performance of one of the models
improves considerably when the training data are
artificially enriched with instances of parasitic gaps and
across-the- board movement.

» This finding suggests, albeit tentatively, that the failure of
the networks when trained on natural, unenriched corpora is
due to the insufficient richness of the linguistic input, thus
supporting the APS.

18



A more specific issue: Learning impossible
languages by LLMs

Mission: Impossible Language Models

Julie Kallini', Isabel Papadimitriou’, Richard Futrell?,
Kyle Mahowald®, Christopher Potts'

!Stanford University; 2University of California, Irvine; *University of Texas, Austin

kallini@stanford.edu

Chomsky et al. (2023) assert that LLMs “are incapable of
distinguishing the possible from the impossible”; Chomsky (2023)
says this property “can't be modified”; and Moro et al. (2023)
write that "“the distinction between possible versus impossible
languages cannot be formulated by definition for LLM."

Learning impossible languages by LLMs

« Kallini et al's (2024) core finding is that GPT-2 struggles to
learn impossible languages when compared to English as a
control, challenging the core claim.

* More importantly, Kallini et al. (2024) hope our approach
opens up a productive line of inquiry in which different LLM
architectures are tested on a variety of impossible languages
in an effort to learn more about how LLMs can be used as
tools for these cognitive and typological investigations.

19



* Different learners will derive various languages from the same
input. It is often noted that a flawed LLM might only capture a
subset of English, resulting in certain omissions. However, this
limitation has been decreasing over time.

« We are now observing that LLMs can also create their own
unique languages. These languages may consist of constructs
that humans would never be able to learn, even with the
appropriate input, or they might be extensions of languages that
humans could learn, such as variations of English. These
extensions are not only unfamiliar to humans but are also a
necessary mathematical consequence of the models' architecture.

Learning impossible languages by LLMs

English LLM language

Wallace et al., 2019;
Shin et al.,, 2020; Zhong et al,,
2021; Chelma and Nefdt 2024
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Doing syntax, theorizing about the syntax
of human language

Theorizing about syntax with a focus on phrasal movement and feature movement involves analyzing how specific elements
or features shift within sentence structures across languages.

1. Data Collection and Identification of Movement Types
* Collect data that shows elements changing positions, like in questions or passives, and identify movement types:
*Phrasal Movement: Movement of entire phrases, like wh-phrases in questions or noun phrases in passives.
*Feature Movement: Movement of syntactic features (e.g., tense or agreement markers) without moving the entire phrase.

2. Hypothesis Formation on Movement Triggers and Types

» Hypothesize what prompts different movement types:
* For phrasal movement, consider factors like question formation or focus.
* For feature movement, explore languages where features (like agreement or tense) are transferred independently of
word position.

» Propose feature-based triggers (e.g., [+wh] for wh-movement) that require certain elements to move.

3. Formal Representation of Movement

* Use tree diagrams and transformational notation to illustrate different types of movement.

* Represent phrasal movement by moving entire nodes on a syntactic tree, often leaving traces to mark original positions.
* For feature movement, use frameworks like checking theory (e.g., features checking against heads) to illustrate where
features shift without displacing phrases.

Doing syntax, theorizing about the syntax
of human language

4. Testing Hypotheses Across Complex Structures
« Test theories on different sentence types, including:
* Embedded questions to examine how phrasal movement behaves in complex sentences.
« Agreement patterns for feature movement, checking if agreement markers align with subjects or objects,
even if the phrases themselves do not move.

5. Refinement Based on Economy Principles
* Refine the theory to follow syntactic economy principles:
» Shortest Move: Elements or features should move to the closest permissible position.
* Procrastinate (if the movement can be delayed in derivation, it should be), optimizing for minimal movement.

6. Cross-Linguistic Validation and Typological Insights

» Compare movement types across languages to identify universal patterns and parameters.
 For phrasal movement, check languages that vary in wh-movement (e.g., English with overt movement
vs. Chinese with no movement).

« For feature movement, explore languages where features move independently, like some Romance languages
with V-to-T movement.

By following these steps, linguists gain insights into the rules that govern both phrasal and feature movement,
uncovering universal principles and language-specific variations.
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Pesetsky (2000): Phrasal movement and
Its kin

Argument 1: wh-in-situ’s under antecedent-contained deletion

(60)  whq not in situ, ACD within wh)

[ need to know which girl  ordered [which boy that Mary (also) did A] to congratulate Sarah.

(61)  whq in situ, ACD within whi

*I need to know which girl Sue ordered [which boy that Mary (also) did A] to congratulate .

Chat.GPT's response

The sentences in (60) and (61) can be grammatically correct
if the meaning is clarified. The main issue is the ambiguity in
the relationships and actions, particularly around the verbs
"ordered" and "congratulate.”

(60) =» "l need to know which girl ordered the same boy as
Mary did to congratulate Sarah."

(61) =» "l need to know which boy Sue ordered, the same as
Mary did, to congratulate Sarah."
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Typical ACD

(59) Whe-in-situ licenses ACD

a. Which girl invited [which student that John did [yp A ]]?

b. I need to know who can speak [which languages that Ken Hale can [yvp A ]]?

ChatGPT's response

While (59a) and (59b) are almost grammatically correct, the use
of "that" at the end of each sentence introduces ambiguity.
Adding clarifying words like "the same" or "any of" makes the
intent clearer and improves readability.

(59a) = "Which girl invited the same student that John
invited?"

(59b) = "l need to know who can speak the same languages
that Ken Hale can.”
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Argument 2: intervention effects on wh-in-situ’s

(98) Intervention effect with not [Kiss, 1986; Hornstein 1995]
a. Which person  did not read which book?
b. Which person  didn't read which book?

c. Which book did which person not read ~ ?

d. *Which book didn't which person read _?

(ct. also Which book did which person read _?)

Chat.GPT's response

« Sentences (98a), (98b), and (98c) are interpretable as multiple-
pair questions, asking for specific non-read pairings between
persons and books.

« Sentence (98d) is ungrammatical and does not function as
a multiple-pair question without rephrasing.

Therefore, only sentences (98a), (98b), and (98c) can be
interpreted as multiple-pair questions like the original control
sentence ("Which person read which book?"), with a focus on
identifying specific pairs of people and books that were not
read.
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Pesetsky’s (2000) generalization

following Testing Hypotheses Across Complex Structures

Co-spec Cl-spec Cum-spec
Japanese/Korean v
German v
English/Bulgarian v

The Prompt to Chat.GPT

Can you account for

'Syntax-Semantics

Interface for

Multiple Wh-Phrases' in terms of movement types proposed

in Generative Grammar such as phrasal movement, feature

movement, and quantifier raising?
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Chat.GPT's response

The availability of pair-list readings for multiple wh-phrases can be explained as follows:

® Phrasal Movement: Ensures that both wh-phrases are Positioned in CP to satisfy syntactic wh-feature
requirements. When this movement is syntactically disrupted, as in (98d), pair-list readings are blocked.

® Feature Movement: Allows wh-features to be checked without fully moving each phrase, supporting the
pair-list reading by maintaining the interpretability of both wh-phrases in scope positions.

® Quantifier Raising éQR): At LF, QR allows the wh-phrases to interact semantically as quantifiers over their
{ﬁspectl(\j/e sets, producing a distributive pair-list reading. Disruption of QR (as in (98d)) leads to a loss of
is reading.

In sum, the availability of pair-list readings for muIU?Ie wh-phrases is contlngent
on successful phrasal’ movement, featuré movement, and QR, allowing for both
syntactic alignment and semantic palrlng. When these movements are

isrupted, as in sentence (98d), the structure becomes ungrammatical, and
the pair-list interpretation is lost.

Cross-Linguistic Validation and Typological Insights
(from the syntax and semantics of wh-in-situ’s in
Korean)

(167) a. *OIF = R AS AFX| §ARQUL|?
b. FAUAS OFFE AFK| UQfL|?

(168) a. *PU+0t 2 E HRYL|?

b. =7 & RlTF HRAL[?

(169) a. *F=TLt7} o{ M2 ZO0}StL|?
b. = W& F=FLE7F E0t5tL?  Beck and Kim (1996)



Chat.GPT's response

» Flexibility in Wh-Order and Pair-List Interpretations: The
grammaticality and general interpretability across different
orders in pairs (167)-(169) suggest that Korean syntax allows
flexible ordering of wh-phrases without strict movement
requirements. This differs from languages like English, where pair-
list readings often require strict syntactic configurations due to

wh-movement constraints.

Chat.GPT's response

» Feature Movement and Quantifier Raising at LF: The flexibility in
Korean syntax might imply that feature movement or Quantifier
Raising (QR) could apply at LF to establish the scope relations
required for pair-list readings. The wh-phrases are interpreted in
situ, but feature-checking and quantifier interpretation are still

likely to take place at LF to enable pairwise interpretations.
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Cross-Linguistic Validation and Typological Insights
(from the syntax and semantics of wh-in-situ’s in German)

(132)

(133)

(134)

(135)

Baseline: no intervener, no intervention effect
Welche Kinder haben _ dem Karl welche Bilder zeigen wollen?
which children-NOM have the Karl-DAT which pictures-ACC show wanted

'Which children wanted to show Karl which pictures?’

Intervention Effect (German) with no one
a. Welche Kinder haben welche Bilder niemandem zeigen wollen?
which children-NOM have which pictures-ACC no one-DAT show wanted

'Which children wanted to show nobody which pictures?' (scrambling of ACC)

b. 2Welche Kinder haben niemandem welche Bilder zeigen wollen?

which children-NOM have no one-DAT which pictures-ACC show wanted

Intervention Effect (German) with very few

2Welche Kinder haben sehr wenigen Lehrern  welche Bilder

zeigen wollen?

which children-NOM have very few teachers-DAT which pictures-ACC show wanted

"Which children wanted to show very few teachers which pictures?'

Intervention Effect (German) with only

Wer hat nur dem Karl welche Biicher ~ gegeben?
who-NOM has only the Karl-DAT which books-ACC given

'Who gave only Karl which books?'
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Chat.GPT's response

All the provided sentences (133a, 133b, 134, and
135) are grammatically well-formed in German.
They are clear in meaning and follow the
grammatical rules of the language correctly.

Pesetsky's (2000) generalization

following Testing Hypotheses Across Complex Structures

Co-spec Cl-spec Cimn-spec
Japanese/Korean v
German v
English/Bulgarian v
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Lessons from comparing Pesetsky’s (2000) theorizing
on wh-in-situ’s with Chat.GPT’s responses

* "Humans are good at taking 10 observations and
making really inspired guesses.’

* Chat.GPT is surface heuristics-oriented. The caveat:
Chat.GPT is not fine-turned on the performance of
;c__heonzmg on grammar, so that the comparison is not
air.

A tale of two cities (Charles Dickens)

30
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Jun-Hyung Park
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LARGE LANGUAGE MODEL HIGHLIGHTS (OCT/2024)

GPT-4Classic W ERNIE4O | Olympus | Next..
176T MoE 2T 2T (2024H2) (2024)
; § R - )

P

1T
= ,“'

o Nano @ Xxs @ Small @ Medium Large XL
Gemini-Nano-11.8B Falcon 2 11B Command-R 35B Qwen2.5 70B Command R+ 104B Grok-2 314B
Mamba-2 2.7B Gemini Flash 8B Mixtral 8x7B Llama 3 70B Qwen-1.5 110B Inflection-2.5
Phi-3-mini 3.8B Mistral 7B Gemma 2 27B Luminous Supreme Titan 200B Llama 3.1 405B

&> Parameters

. Al lab/group

Sizes linear to scale. Selected highlights ly. All 450+ models: i ‘Alan D. Thompson. 2021-2024.

¢ LifeArchitect.ai/models & 450+ more models at LifeArchitect.ai/models-table

LLMs RELEASED PER MONTH (2024)

New major models released per month

LifeArchitect.ai/models (data from LifeArchitect.ai/models-table)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

New derivative models released per month/hour
—
LifeArchitect.ai/models (data from Hugging Face)
B Permonth == Per hour

25,000 30
20,000
20
15,000
10,000

5,000

0 0

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

& LifeArchitect.ai/models
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ACHIEVEMENTS UNLOCKED BY LLIMS | ianssiser.  wonszozs

GPT-313B, @'
PaLM 8B
Mod.Arithmetic Debugging Comprehension

GPT-3175B, =
LaMDA 1378, 2
PalLM 648, -;m

Chinchilla7B EmojiMovie GRE-Comprehension  MetaphorUnderstanding Physicallntuition LogicalDeduction

PaLM 5408, 9 I "e
Chinchilla 70B ’

GeometricShapes Proverbs PhoneticAlphabet ElementaryMath CausalJudgment CodeLineDescription
a8 =

X GPT-4, o : ‘e
Gemini (est.) (= ]

College-LevelExams Self-Critique/Reflection AppBuilding AdvancedCreativity EmbodimentOptions

Next... . 2 9)

Grounding Long-HorizonPlanning

& LifeArchitect.ai/models

* LLMs on autonomous reasoning tasks
Agent Performance on Test Suite (95% Cl)

10 4

084 Human (no time limit),
<
8 Human (8 hrs)
0
()
o 064 \
® Human (2.hrs)
g
<
3 T T I
2 041 T 0

T |- o - - 1 _Human (30 mins)

<
o
g | ] | . — Human (10 mins)

02 %

0.0

baseline gpt-40 baseline sonnet 3.5 baseline ol-preview ol-preview ol-mini
gpt-40 (n=1)  advising sonnet 3.5 advising ol-preview adapted adapted advising
gpt-40 (nN=6) (n=1) sonnet 3.5 (n=1) (n=1) (n=6) gpt-40 (N=6)
(n=

* GPT-4 (text-only) on drawing * GPT-4 on Amazon Interview

Prompt: Draw a unicorn in TiKZ.
Past Mock Assessments
Amazon - on-site Interview

Amazon Completed o
Completed @ January 6, 2023 2:28 PM

GPT-4: [Produces KTEX compiling to
following picture.]

On-Site Interview

800

Amazon Completed
el Your interview score of 10/10 g oor
ts 100% of all user: & 400
Amazon Completed bedts 1003t all isers: @) 4
A 200

Time Spent: 3 minutes 59 seconds
0o 1 2 3 4 5 6 7 8 9 10
Time Allotted: 2 hours score
.
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What are LLMs?

* Language Model assigns probability over strings

are you?” 50%

“Hi, How ...
have you been?” 30%

Language Model

are you doing?” 20%

rrek wf oalljowi” ~ 0%

How do LLMs learn knowledge?

* The pre-training task of LLMs requires knowledge

* The capital city of South Korea is

Factual knowledge

* “no wit, only labored gags” contains feelings

Social knowledge

« “Hi! Nice to meet you” in French 1is

Linguistic knowledge
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What does the knowledge in LLMs look like?

* Knowledge is distributed in LLMs

Computations with numerical parameters

a, b; a, b, _ —3132 +bic, ab,+byd,
c, d; % c, d, - cia, +dic, ci1b, +did,
La nguage Model Knowledge in trillions of numbers

We call this parametric knowledge

Symbolic vs Parametric
* We can interpret symbolic-knowledge-based systems

* The system knows something

* The system does not know something
-0

symbolic knowledge

* However, how can we interpret parametric-knowledge-based systems?

* The system knows something

* The system does not know something

parametric knowledge
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Symbolic vs Parametric
* We can interpret symbolic-knowledge-based systems

* The system knows something

* The system does not know something
-0

symbolic knowledge

* However, how can we interpret parametric-knowledge-based systems?

Language
Model

Language Expression

How to interpret LLMs’” knowledge?

* We may analyze the output language expression of LLMs

Language
Model

Language Expression

* Two key failure cases
* LLMs do not know something

* LLMs know something but cannot express
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How to handle LLMs’ knowledge?

Internal Knowledge  « Fine-tuning

* Knowledge editing

External Knowledge
Language

Model

Context — > Language Expression

* Prompting
* Augmentation

How to handle LLMs’ knowledge?

Internal Knowledge  « Fine-tuning

* Knowledge editing

External Knowledge
Language

Model

Context —— > Language Expression

* Prompting

* Augmentation
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Prompting

gaot => goat

sakne => snake

| IX®1U0J-U|

brid => bird

Bujued

fsih => fish

dcuk => duck

cmihp => chimp

In-Context Learning on SuperGLUE

Human

80

Zero-shot

Translate English to French: /

cheese =>

thanks => merci

hello => bonjour

mint => menthe

wall => mur

otter => loutre

bread => pain

| IX31U0I-Uj

Bujuies

~8— Few-shot GPT-3 175B

40
01234 8

Number of Examples in Context (K)

Prompting

gaot => goat

sakne => snake

| IX21U0J-U|

brid => bird

Bujuted

fsih => fish

dcuk => duck

cmihp => chimp

In-Context Learning on SuperGLUE

9 Human

One-shot 80

Translate English to French:
sea otter => loutre de mer

cheese =>

16

thanks => merci

hello => bonjour

mint => menthe

wall => mur

otter => loutre

bread => pain

32

| IX?a1U0J-Uj

Buiuies

—8— Few-shot GPT-3 1758

40
01234 8

Number of Examples in Context (K)

39

16
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Prompting

3 5
1
= (2] thanks => merci (2]
gaot => goat 8 g
= =
sakne => snake Q hello => bonjour g
~ e
o o
brid => bird 1) mint => menthe N
- -
3 3,
= =
fsih => fish Q wall => mur (=]
dcuk => duck otter => loutre
cmihp => chimp bread => pain
WV A4
In-Context Learning on SuperGLUE
Few-shot —e— Few-shot GPT-3 1758

Translate English to French:
sea otter => loutre de mer
peppermint => menthe poivrée
plush girafe => girafe peluche

cheese =>

50

40
01234 8 16 32
Number of Examples in Context (K)

Prompting

Chain-of-Thought [NeurlPS 2022]

Standard Prompting Chain-of-Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

g'oa ;? eluﬂgc :,;1 d bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
Y ’ make lunch and bought 6 more, how many apples

Kdo they have? )

A:

A: The answer is 27. x

The

answeris 9. /
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Prompting

Zero-shot Chain-of-Thought

(c) Zero-shot

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) 8 X

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

No. Category Template Accuracy
1 instructive  Let’s think step by step. 78.7
2 First, (*1) 713
3 Let’s think about this logically. 74.5
4 Let’s solve this problem by splitting it into steps. (*2) 722
5 Let’s be realistic and think step by step. 70.8
6 Let’s think like a detective step by step. 70.3
7 Let’s think 575
8 Before we dive into the answer, 557
9 The answer is after the proof. 45.7
10 misleading Don’t think. Just feel. 18.8
11 Let’s think step by step but reach an incorrect answer. 18.7
12 Let’s count the number of "a" in the question. 16.7
13 By using the fact that the earth is round, 9.3
14 irrelevant By the way, I found a good restaurant nearby. 17.5
15 Abrakadabra! 15.5
16 It’s a beautiful day. 13.1
- (Zero-shot) 17.7

Prompting

Least-to-Most Prompting

Q: If there are 3 cars in the parking lot and 2 more cars arrive, how

Q: How many cars are in the parking lot after the first car arrives?

Q: How many cars are in the parking lot after the second car arrives?

Question
many cars are in the parking lot?
Question
Decomposition
car arrives?
Subproblem arrives, we have 3 + 1 = 4 cars.
Solving

Q: How many cars are in the parking lot after the first

A: There are originally 3 cars. After the first car

Q: How many cars are in the parking lot after the
second car arrives?
A: After the first car arrives, we have 3 + 1 = 4 cars.

After the second car arrives, we have 4 + 1 = 5 cars.
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Prompting

Tree of Thought

Input

Output

(a) Input-Output  (c) Chain of Thought  (c) Self Consistency
Prompting (CoT) with CoT (CoT-SC)

Prompting (10)

Input

Prompting

Tree of Thought

Passage Passage
1 2

(b)

Plans

(c)

Votes

Majortty vote

(d) Tree of Thoughts (ToT)

Write a coherent passage of 4 short paragraphs. The end sentence of each paragraph must be: 1. It isn't
difficult to do a handstand if you just stand on your hands. 2. It caught him off guard that space smelled of
seared steak. 3. When she didn't like a guy who was trying to pick her up, she started using sign language. 4.
Each person who knows you has a different perception of who you are.

Plan 1 Plan2 Plan 3-5
1. Introduce and explain the technique 1. Introduction to an unusual self-help book,
of doing a handstand 2. Switch to a mentioning a handstand as a metaphor for
story about an astronaut's first time in embracing challenges. 2. Discuss the unexpected
space 3. Describe a situation where a things learned from astronauts, including the smell of
woman uses sign language to avoid space. 3. Describe a woman's clever tactic for avoiding
unwanted attention 4. The final unwanted attention at a bar. 4. Contemplate how
paragraph explains how everyone has different perceptions of oneself can shape one's
different perceptions of others identity.

N

Analyzing each choice in detail: Choice 1, while incorporating the required end sentences, seems to lack a
clear connection between the paragraphs {..} Choice 2 offers an interesting perspective by using the
required end sentences to present a self-help book's content. It connects the paragraphs with the theme of
self-improvement and embracing challenges, making for a coherent passage. {..} The best choice is 2.
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How to handle LLMs’ knowledge?

Internal Knowledge  « Fine-tuning

* Knowledge editing

External Knowledge
Language

Model

Context — > Language Expression

* Prompting

* Augmentation

Augmentation

Context Retf/'e
7

External
Knowledge base

aé@

Language

Model

Language Expression
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Augmentation: Structured Knowledge

KagNet

What do you £i11 with ink to write on an A4 paper?

A: fountain pen v (KagNet); B: printer BERT

C: squid D: pencil case (GPT); E: newspaper

> "4
AN oY ¥ QP

>
fountain
KagNet
pen
fountain_pen
[ o 1. select concept pairs

of high att. scores
ink —PartOf—> fountain_pen
ink —RelatedTo—> container <-IsA— fountain_pen
£ill <-HasSubEvent— ink <-AtLocation— fountain_pen
£ill —RelatedTo—> container <-IsA— fountain_pen
write <-UsedFor— pen
write <-UsedFor— pen <-IsA— fountain_pen

paper <-RelatedTo— write <-UsedFor— fountain_pen

«—

essee 2, Ranking via path-level attn.

ConceptNet

/ o An open, multilinqual knowledae

e‘

-~

.

Augmentation: Structured Knowledge

Graph Neural Networks

O 1. Node Type
Specific Transform '

(Y) 4o CD Attentive

Poolin
o0 N / CD o
[&]e]) 2. Multi-hop u"/v
Message Passing x
(1) (I) b
(1) @ 5 mLP
w 3. Nonlinear S O
phemriod L
Node Plausibility
I Features Score

g s Text Encoder
. _

O Multi-hop graph encoder &J Scalable

QA-GNN
context-to-q virtual context node context-to-a
Eacod
QA[cJon:‘an s ] \ /@ mLF °
joint Probabili
\ ooy B GAT 2 B ——
Retrieval
o¢/_\ox "5t ¢/ \ewm
T —
P sminmy o o o@ _ _ex B
L4 L4
“ QA-GNN i

O Text embeddings as virtual nodes in graph encoding
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O Early fusion of graphs and text encoders



Augmentation: Structured Knowledge
Multimodal Knowledge Augmentation

Maximize Agreement

Minimize Agreement

L A A B
Image Projection Layer Text Projection Layer
4 A l 4 ‘ ‘ L !
: Iy [y ) )
f Vision-Language Encoder —>| Vision-Language Decoder
: Get a closer
P28 g ! ' look at 1
High frequency : T E T Positive inference
Speak to 1 Low semantic concentration E POSlth?_f{nage Negatw:e Maes Negaﬂt.lﬂ\fe B : \
— T Seewhat 1 N
is holding
Sampling images Sampling an inference
related to a common description uniquely related to the positive image

Augmentation: Retrieval

Dense Passage Retrieval

A Trainable Method for Passage Retrieval MIPS-based Inference Pipeline

/ Question ¢ Passage p\ 4 N\

BERTQ A dense vector.

l A Bi-Encoder Architecture. l A question ' h
BERT, |% &| BERT»

q

P Py MIPS:
l l Maximum Inner Product Search
[00000000] [00000000] BERT D
P
l Dense Vectors from BERTs l
E—

h hp

N % 3}
q S Y
\ / Top-K Results

sim(q,p) = hh BERT-based - D D I:l l:‘ I:'

q"'p Reader .
\\ Inner Product of two dense vectors. / K > Ranked List of Answer Spans/
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Augmentation: Retrieval

Multi-Hop Dense Retrieval

Q: What was the nickname of Judy Lewis's father ? =
\ \{ Question Encoder ]

' P1: i i . E ( 1
5 P1: Judy Lewis (bomn Judith Young; November 6,1935 |\t MIPS - 4 Dense Corpus Index |
i —November 25, 2011) was an American actress, writer, : 1st dense query A |
i producer, and therapist. She was the secret biological vector /1 I |
! daughter of actor Clark Gable and actress Loretta 4™ ;|
Question Encoder ]_7 Pl | ooy
P2 William Clark Gable (February 1, 1901 — MIPS : — :
' November 16, 1960) was an American film actor, often oo ’: | —— ;
i referred to as "The King of Hollywood". He had roles ! 2nd dense query [ -
i in more than 60 motion pictures in a wide variety of ; vector g
i genres during a career that lasted 37 years... -4-) ces P2
Differentiable Fact-Following Operations
f2 = trees remove carbon dioxide from Question: What can help
the atmosphere through photosynthesis . alleviate global warming?
‘JK f1 = carbon dioxide is the major greenhouse gas '
;ree .phoTosyn’rheﬁs contrlbutmg to global warming . o)
/ 7 - global warmmg AJ:/l\/lodeling a knowledge ]: "79
O | carbon d|0X|de Q S || 1
Tmos her‘e\ \ O \_ corpus as a hypergraph.
q /) \
K i O ) v Lo
. ;:‘j’ _greenhouse gas Oey
wa’rer' O oxvaen Q tree
yg f3 = the atmosphere contains oxygen, DrFact: Multi-hop reasoning as
carbon dioxide, and water. recursive fact-following operations.
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Augmentation: Re

trieval

In-Context Retrieval Augmented Language Models

5

» Retriever r--»
/

World Cup 2022 wasthe /'
last with 32 teams, R T
before theincreaseto T TT7--

FIFA World Cup 2026 will
expand to 48 teams.

World Cup 2022 was the
last with 32 teams, before
the increase to

2N
Language | sginthe202
MOdel tournament.

X 4

Augmentation: Prompted Knowledge

Symbolic Knowledge Distillation

)

> ~Grr3 A

175B Parameters

General Model
@ CRITIC

. Finetuned RoBERTa

:D filters for quality

| 4

AT OMIC X ey /’

6.5M Examples 7_ e -

Commonsense KG ZT: : S

COMETdistil
1.5B Parameters i’i /

Commonsense Model

ATOMIC10X
X starts running LR gets in shape
so, X
X and Y engage in xWant to avoid ¥
an argument so, X wants
X learns to type xNeed to have taken
fast X needed typing lessons
X steals his xEffect is punished by
grandfather's sword so, X his grandfather
X takes up new xIntent to be self
employment because X wants sufficient
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Augmentation: Prompted Knowledge

Generated Knowledge Prompting

Knowledge 1 Task NumerSense [22]

Prompt Generate some numerical facts about objects. Examples:

Question Knowledge 2 Answer

Input: penguins have <mask> wings.

7 Knowledge: Birds have two wings. Penguin is a kind of bird.
Prompt Q Input: a typical human being has <mask> limbs.
Knowledge: Human has two arms and two legs.
Generate by Knowledge 1 Input: {question}
Q) k(1) = — sampling Knowledge:
Demonstrations: ... T @ > Knowledge 2

) 5) K5, . .
(fixed for task) - Q(%, K/ ~— Input: The word children means <mask> or more kids.
Knowledge: The word child means one kid. The word

children is the plural form of the word child.

Prediction: two

Augmentation: Prompted Knowledge

Contextualized Knowledge Transformer

Generate contextualization examples

O What absorbs extra ink from a fountain pen?

+ 130
(fountain pen, LocatedAt, blotter) examples
Human =
Blotters remove ink from fountain pens.
In-Context Learning
I~ Generate large-scale datasets

0,0 ~3M
w CSQA QASC PIQA . examples

Knowledge Knowledge Knowledge

Symbolic Knowledge Distillation

veme @ COCONUT -

Knowledge Generation

Hamburger is made from fast food restaurant.

Where are you likely to find Inference
a hamburger? Model fast food restaurant
(UnifiedQA)

(LLaMA) .,
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Augmentation: Prompted Knowledge

Reinforced Knowledge Introspector /' 2077

n How many legs does an easel have? / \ \

* PPO
RL Training
>

......
....
. .

Knowledge Knowledge

A tripod is a kind of easel. A human is a kind of easel.

N

-l two | three

two three

Augmentation: Prompted Knowledge

Machine Imagination 7/ 2024]

Machine
QA Synthesns Imaglnatlon
Synthetlc QA Synthetic VQA
(Goes camping with friend, oReact, relaxed) Emory goes camping with friend. Emory goes camping with friend.
As a result, others felt: As a result, others felt:
(Brings the cake, oWant, eat it) (a) exhausted (a) exhausted
(b) scared (b) scared
(takes guitar lessons, xReact, contented) (c) relaxed (c) relaxed
Knowledge Triples Synthesized QA set Synthesized VQA set
(a) Construction procedures of Synthetic VQA dataset
Machmelmagmat,on
: ™
Q. Teé::;:;:g?e Visual Encoder .. Scores Iaxed
Emory goes camping M () reoaxe
with friend.
As a result, others felt: A /
- Joint
A At ; C?:gll?t:l ITM Adapter * features
(g) il P Multi-Head Feed U
(b) scare v Attention Forward 1 S O Textual feature
(c) relaxed Masked LM Adapter Visual feature
Inputs

Textual : LM
features : scores

(b) Inference and optimization procedures of IMAGINE (ours)
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Augmentation: Neuro-Symbolic Reasoning

Binder [/C.% 2023]

Why
LLM + tool use?

Pros
. Interpretable
. /Scalable
. +/Robust
. +/Capable

InPUt Shirt Made_in Sales Price
Details 00—
S1100% cotton Detals Polo us. 500 $29.8
Knowledge: ® 220GSM (6.5 0z) ---  Luckyland us. 900 19.8
9 o Natural stretch for * 198:: cc‘;lnzger 177 $
| G o L opoyester b Timber Bay Mexico 400 $259
y---. Office Turkey 600 $31.8
Question:  Which is the best-selling shirt made in North America and with no chemicals?
End-to-End Chain-of-Thought Semantic Parsing/Code Generation  LLM + tool use: Binder (ours)
Input Input Input Input
GPT-3 GPT-3 GPT-3 GPT-3
Codex Codex Codex Codex
Reasoning path soL Binder-SQL
Polo, Luckyland, Timber Bay are from SELECT Shirt FROM T WHERE SELECT Shirt FROM T WHERE
North America. Polo and Office are Shirt NOT LIKE ‘%chemicals¥%’ Feodex(“No chemicals?”;Shirt)=‘yes’ AND
of no chemicals. Luckyland has the AND Made_in = ‘North America’ Feosex(“North America?”;Made_in)="‘yes’
Eﬁ(t;::\zs{of?OQSo!heshwlls ORDER BY Sales DESC LIMIT 1 ORDER BY Sales DESC LIMIT 1
SQL/Python SQL/Python  GPT-3
Interpreter Interpreter ~ Codex
Luckyland Luckyland <Empty> Polo
X tool use | Vtool use:
X tool use V/tool use: SQLPython  sQL/Python + NLP expert model APIs

Augmentation: Neuro-Symbolic Reasoning

HuggingGPT [NeurlPS 2023]

(©) x ¥ HuggingGPT

LLM as Controller

Can you describe this picture and count how
many objects in the picture?

I Task

Planing

A text can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as

with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining
the predictions of '~
, = and ~
models, | get the results for you.

giraffe with score 99.9%, zebra with score 99.7%, zebra

IV Response
Generation

.
-

Prediction

II Model

~ facebook/
detr-resnet-101 |

III Task Execution

Selection

Prediction

vit-gpt2-image-captioning

-..‘¢

“ nlpconnet/
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Pre-trained Augmentation

DRAGON !eurlPs 2022]

Knowledge graph

™

Text corpus

¥

[INT] If it is not used KG
for hair, a round Retrieval
brush is an example of E——
art supplies.
Text Local KG
Raw data

Masked LM KG link prediction

Self-supervised art supplies (round brush, at, hair)

Objective 4

[ LM Head ] [ LinkPred Head ]

t
DO -
I

xM

[ Fusion Layer

Cross-modal
Encoder |

N
|

[INT] If it is not used for
hair, a round brush is an
example of [MASK] [MASK].

Pretrain DRAGON

Pre-trained Augmentation

RETRO [arXiv 2021]

Retrieval database

2 trillion words:
Web, books, news, Wikipedia,
GitHub

Input sequence

The 2021 Women's US

Open was won

Fernandez 6-4, 6-3 in the
final. She is the first British
woman...

uonu

Neighbour 3
Neighbour 2
Neighbour 1 Transformer
Encod
Emma Raducanu is the reigning US ncodor
Open champion, and the first British
woman to win a Grand Slam singles
title...
" Q o Q Output sequence
o o o o
3 3‘ T3 3. by Emma Raducanu. She
> m > -
=2 = ! s > gl N defeated Leylah
: g || 2 00 1
= =
=, 2,
o )
S 3

Retrieval Enhanced
Transformer
(RETRO)
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How to handle LLMs’ knowledge?

Internal Knowledge |« Fine-tuning

* Knowledge editing

External Knowledge
Language

Model

Context — > Language Expression

* Prompting
* Augmentation

Fine-Tuning

1. Language Modeling Tasks 2. Other Training Tasks

Pre-trained Fine-tuned
Language Language

Model Model
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Fine-Tuning

FLAN

Finetune on many tasks (“instruction-tuning”)
Input (Translation) ‘

Input (Commonsense Reasoning)
Here is a goal: Get a cool sleep on
summer days.

How would you accomplish this goal?

OPTIONS:
-Keep stack of pillow cases in fridge.

-Keep stack of pillow cases in oven.

Target
keep stack of pillow cases in fridge

Translate this sentence to

Spanish:

The new office building

was built in less than three

months.

Target

El nuevo edificio de oficinas
se construyo en tres meses.

Sentiment analysis tasks

Coreference resolution tasks

Fine-Tuning

InstructGPT

Step 1

Collect demonstration data,
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

Explain the moon
landing to a 6 year old

|
A labeler
demonstrates the @

desired output

) 2
behavior. Some people went
to the moon...
|
\J
This data is used SFT
to fine-tune GPT-3 2o
. . ./X.s\\.
with supervised \.\se{/
learning. 2
EIEE!

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain gravity.

Moon s natural

53

Explain the moon
landing to a 6 year old

0 o

Explain war.

o o

People went to
satelite of. the moon.

Inference on unseen task type

Input (Natural Language Inference)

Premise: At my age you will probably
have learnt one lesson.

Hypothesis: It's not certain how many
lessons you'll learn by your thirties.

Does the premise entail the hypothesis?

OPTIONS:
-yes

-it is not possible to tell |

-no

FLAN Response

It is not possible to tell

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs




Fine-Tuning

Med-PaLM

Medical question answering benchmark PalLM
(540B)
HealthSearchQA
T
v Prompting
i Instruction
LiveQA " MedQA
TREG 2017 | MultiMedQA < o > tuning
- ~-_
MedicationQA MedMCQA Instruction

PubMedQA MMLU prompt tuning

Fine-Tuning

Delphi

: Flan-PaLM
Automated and human evaluation (540B)
S o5 °67.6
5
604
g +17%
3 554 PubMed GPT,
s 5 DRAGON  (2.7B)
@ 50+ BioLinkBERT ~ (360M) 50.3
= (340M) _ 27_5/
a PubMedBEVmJ
= 40l (100M)
é 40 GPT-Neo
—> § as{ 7R Se
s “33.3

Dec 2020 Jul2020 Mar 2022 Oct 2022 Dec 2022 Dec 2022

Q: How long does it take for newborn jaundice to go away?

Med-PaLM: Newborn jaundice is when a newborn baby's skin and eyes look yellow. It is
caused by a buildup of a substance called bilirubin in the baby's blood. Bilirubin is a
byproduct of the normal process of red blood cells breaking down. Newborn jaundice is
common and typically harmless, but it can be a sign of a more serious condition. The
jaundice typically goes away on its own within a few weeks. In some cases, it may last
longer or require treatment. The time it takes for the jaundice to go away can vary
depending on the cause and the severity of the jaundice. If the jaundice is severe or
lasts longer than a few weeks, the doctor may recommend testing or treatment to
the cause and prevent complications.

Med-PalLM performs encouragingly
on consumer medical question answering

(a) The Theoretical Framework (b)

Top-down constraint

Mi@ervas@

Itis rude to judge people
by their appearance

@ < ves,itis rude |

We should not pay
women and men equally
——

@ < lNo, we should

Inclusive, Ethically-informed, Socially-aware Al
———

Learn from crowdsourced morality
& capture patterns of human moral sense

Moral Reasoning

*

e Reasoning

The Computational Framework

Commonsense Moral Models

Commonsense Norm Bank

1.7M people’s ethical judgments over a
wide spectrum of everyday situations

Commonsens!
(Lourie et al. 2021) Moral Stories (Emelin et al. 2021)
- Universal Commonsense Reasoning Model  ggcjal Justice and Biases 28K
Bottom-up Approach to Human Ethics —»> Social Bias Frames (Sap et al. 2020)
rstanding T5 Unambig Moral Situati 21K
John Rawls (1951, 1971) Language Unde (Raffel et al. 2020) ETHICS (Hendrycks et al. 2021)

Transformer-based Language Model

Killing a bear @ it's wrong|
Killing a bear to pleage your child @ - M
Killing a bear to save your child @3 Tckay‘
Exploding a nuclear bomb to save your child @ < m
y
Helping a friend spread fake news

Qetions @ <lIt's bad]

rlilx

Delphi

People

Not wanting to share your
feelings in public

Cognition

@ %{It's understandablek

Everyday Situations 1.5M
Social Chemistry (Forbes et al. 2020)

Unicorn Contextualized Narratives 144K
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How to handle LLMs’ knowledge?

Internal Knowledge * Fine-tuning

* Knowledge editing

External Knowledge
Language
Model

Context — > Language Expression

* Prompting
* Augmentation

Knowledge Editing

| X, Who is the president of the US? ; Y. : Joe Biden |

Knowledge Editing

Donald Trump ! Donald Trump &2
Joe Biden x @ Joe Biden +/

Insertion Modification Erasure

95



Knowledge Editing: Insertion

Knowledge Injection

Knowledge Editing (Prior work)
Update:

ﬁ[,'e : Who is the Prime Minister of the UK? ; ’ye: Rishi Sunak

_[vpdate (0, e, ve))
- 4

4
Liz Truss Liz Truss
-
Jo= R Sunak= Jor= Rishi Sunak
Evaluation (Updated fact):
L ¢ : Who is the UK’s PM? == fel =+ Rishi Sunak

Entity Knowledge Propagation (This work)
Update:
d ¢ : The English Game is a British historical sports

drama television miniseries about the origins of
modern association football in England.

fg ———[Update( 2] ,de)]———> f9/
Evaluation (Inference based on the updated fact):

L e : The English Game is all funny
about a story of [MASK] - f 0’ =" athletic
people. unlawful

Knowledge Editing: Modification

Memory-Based Model Editing

1 P2 ;
Xess = IsMessi  x;,, = Why s

at Barca? the sky blue?

SERAC

Edit Memory
x! = Who is the UK PM?
y! = Boris Johnson

2 = Is HCN poisonous?
y2 = Yes

x2 = Where does Messi play?
[ y2 = Paris Saint-Germain

v oy

3.3, .1
l)‘(,' ’ y(» ’ xte.\'rJ

Rayleigh scattering
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Knowledge Editing: Erasure

Knowledge Sanitization

Training data
John Smith, who lives at 1234 Oak Street, will participate in the local charity event this weekend. %

(1) Original response: Leak X X  (2) Unlearning: Hallucination X  (3) Knowledge Sanitization: Harmless

‘ 1234 Oak Street ’ ‘ 9876 Main Street ’ ‘ I don’t know. ’
LLM LLM LLM
I I |
‘ What is John Smith's address? ’ ‘ What is John Smith's address? ’ ‘ What is John Smith's address? ’

How to handle LLMs’ knowledge?

Internal Knowledge  « Fine-tuning

* Knowledge editing

External Knowledge
Language

Model

Context —— > Language Expression

* Prompting
* Augmentation

Still, there is a lot to do.

o7



Limitations

e PBrittleness

* Lack of Theoretical Understanding
 Difficult Scaling
* No Standard, Ad-Hoc Approaches

* Weak Capabilities of LLMs

Opportunities

* LLMs are highly adaptable
* LLMs are large, but small to memorize long-tail knowledge
* LLMs are good to learn from few examples

* Human way of thinking actually improves LLMs
* System 2 Reasoning
* Trigger Prompts

58



Ml 1

T

SREE



Accessing Different types of Agreement
in Language Models

Lee Yebin, Song Sanghoun

Table of contents

1. Introduction 4. Result

2. Background 5. Discussion

3. Method 6. Limitation
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1. Introduction — Agreement

Agreement(Corbett 1979)

“the form of one syntactic element is modified so as to match properties of another”

1) Mary makes pancakes.
2) Iam a teacher and you are a student.

3) John shave himself.

\

1. Introduction — various types of agreement

« Agreement Attraction(Qd #] 5-¢1)
*The key to the cell were rusty from many years of disuse.

*The key to the cells were rusty from many years of disuse.
(Wagers et al., 2009)
 Semantic agreement(2] 7] Y X])
The committee hasn't yet made up its mind.

The committee haven't yet made up their mind/minds.

(Huddleston and Pullum, 2002)

4

\
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1. Introduction

2. Background (41}
9ff & Z]|(agreement)217}?
1. Universal, rather language specific
French(person, number, gender), Latin(person, number, case ..)

2. Hierarchical, rather sequential

He thought that his brothers was kind.
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2. Background (%14Fah)

Aol me o] o2 Brrt F AN
Qo2 e = @ o] ek Hlo|H 2 552 A

3. Method — A1 & HFA]

o 1

1. BERT, RoBERTa, ELECTRA, Llama 3.2

Surprisal = ol/F2] et ol o] 54 A BElo] st = A%

. P(n)
surprisal = —In = AaGo(n

The committee has approved the measure. (surprisal = 4.264)

The committee have approved the measure. (surprisal = 7.729)
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3. Method — A& HHA]

2. GPT-40, GPT-4-turbo
- 73 A A48 1A (forced-choice)
“Th2 9] Fol X A BE& AE st
- -84 Wh(acceptability test)
“Th2- 0] Fol Xl T4 ol sl 8482 sHo=HEH HAE k)

“l : totally unacceptable ~ 5 : perfectly acceptable”

3. Method — A& A A

* Agreement Attraction
RQ1.¢dojRdE Az L& Hol=7}12

= 21} Bl Zol| A attractor2] EA 7t 9] 2= FF =7

* Semantic Agreement
RQ2. ojdle oujy AA]E o]sfist=71?

N LEEER DR FE LR EE:
10
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3. Method — A& A A

A1 1) Agreement Attraction (50 sentence * 4 sets)

Singular verb Plural verb
Singular attractor [1] [2]
Plural attractor [3] [4]

The key to the cell was rusty from many years of disuse.

The key to the cell were rusty from many years of disuse.
The key to the cells was rusty from many years of disuse.
The key to the cells were rusty from many years of disuse

i N =

3. Method — A& A A

« 219 2) Semantic Agreement (50 sentence * 4 sets)

Singular verb Plural verb
Collective Noun [1] [2]
Non-collective Noun [3] [4]

The committee has approved.

The committee have approved.

The hash browns at table nine is getting angry.
The hash browns at table nine are getting cold.

52—

12
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4. Result 1) Agreement Attraction

BERT-large-uncased RoBERTa-large

— acceptable -- unacceptable — acceptable -- unacceptable

F——

A
o

Mean Value
Mean Value

w IN
ol o
= =
w w
o o
|
| |
I T

singular plural singular plural

4. Result 1) Agreement Attraction

ELECTRA-discriminator Llama-3.2

— acceptable -- unacceptable — acceptable -- unacceptable

19.7 -T-

o
o

..........
...........

[any
©
o

Mean Value

Mean Value
[==Y
(o)
(6]
1
I
|
|
(2] D
N (o))
|
\
|
[

singular plural singular plural
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4. Result 1) Agreement Attraction

GPT-40=77? GPT-4-turbo = 77?
o A QY WA BE AR A
4 T A BF PR O] 4

Q)
* T
=

attraction®] 4 3F 20l BV}

15

4. Result 2) Semantic agreement

BERT-large-uncased RoBERTa-large

© plural e singular

[¢]

15.0

-
A
3

Mean Value
(6}
Mean Value

N

14.0

CN Non-CN

CN

O plural e singular

16
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4. Result 2) Semantic agreement

ELECTRA-discriminator

Mean Value
[
[e0]
[e0]

CN

O plural e singular

Non-CN

Llama-3.2

© plural e singular

N ~N ©
=} o o

Mean Value

o
o

CN

4. Result 2) Semantic agreement

GPT-40
Likert average
CN-sg 4.60
CN-pl 3.20
NonCN-sg 3.36
NonCN-pl 4.80

GPT-4-turbo
Likert average
CN-sg 4.64
CN-pl 4.12
NonCN-sg 3.56
NonCN-pl 4.88

18
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5. Discussion
* Agreement Attraction
BERT®} Llama+= g2 7 H| 22 A SH| 78 75 (¥+¥)
215 Ao plural attractor 5% A| surprisal 2O} 2|+= A &<l
W, o] EAH0.2 olnlshl SHLS (p > 0.05)
* Semantic Agreement
Aol o] et Aot A k=
ELECTRA, Llama+ canonical agreement A} o}t 62| 5ok
19
6. Limitation & Further work A

Agreement Attraction

Buffer(5:012 54k Afo] 912|5he 8.4) Z7te] o

Semantic Agreement

wieto] gl ojn|AX] — FEjA 24 7N AElo] FAT
TABAR M Z YA S] B - 7L H B TR o] Ay

Uncovered Agreement

A YA F THHY AFS] agreement, Animacy agreement, efc. ..
20
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Thank you
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How do large language models
understand scope ambiguities?

Roadmap

* Introduction
* Scope ambiguities
* Scope ambiguities in human comprehension

» Experiments
» Experimental design
* Results

* Discussion

2024/11/09 2024 TR YYE Y3 - T AP 23 Jt2 ZE}EHE 2
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Scope ambiguities

» Sentences containing multiple semantic operators with overlapping scope often
create ambiguities in interpretation - yielding more than one possible semantic

structure

Ot

LAK O

oFrS o}
(@) = L

=

1=

01|:|-

AN

1
i

« The surface scope (2 £ > 9}) interpretation: 244 0| OfF 2k OF HQICH
« The inverse scope (2t > &) interpretation: Sf440| oF 3 JH3F HQCt

« Human evaluations (Kwak and Lee, 2010; Kwak 2012; Lee, 2017)

11/2/2024 3

Scope ambiguities

» The interaction between semantic structure and world knowledge in language processing

* Humans have access to both kinds of readings
* Humans prefer the surface reading
* Interact with background world knowledge and contextual background

« How large language models (LLMs) treat scope ambiguities?

Q1: Do ChatGPT models exhibit similar preferences to humans in the interpretation

of scope ambiguous sentences?

Q2: Are ChatGPT models sensitive to contexts when resolving scope ambiguities?

11/2/2024 4
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Scope ambiguities in large language models

 Stengel-Eskin et al. (2023)

Scope Scope ambiguity prompts include an example of the verb being used transitively, as well an
example of universal quantification.

Let’s translate what a human user says into what a computer might say.

Human: a bird held a sweater

Computer: exists x . exists y . exists a . bird(x) AND sweater(y) AND held(a) AND
agent(a, x) AND patient(a, y)

Human: each bird
Computer: forall x . bird(x)

Human: each bird held a sweater
Computer:

<Codegen, GPT-3.5>
- models perform poorly at capturing the distribution of possible meanings without

deliberate instruction

- capture the distribution well when ambiguity is attested in their inputs

11/2/2024

Scope ambiguities in large language models

« Kamath et al. (2024)

Interaction Type Example Every farmer owns a donkey.
Quantifier-Quantifier Every laptop is facing a glitch ﬁ % )
/ P
@ a5 a
Quantifier-Negation I didn’t pass all of my exams -
Surface Reading: Inverse Reading:
Quantifier-Adverb T generally spar with bwo boxers Each farmer is such that they There is a single donkey that
have a (possibly unique) donkey all farmers (jointly) own
Quantifier-Misc. Each truck is either green or red (but not both) Experimentl
[ Option A: all farmers [ 'h st likel
o Tha. Bane: donkey ] dpetin
Option B: not all — % - 1g these two is
farmers own the same option
donkey
P t LLM with t ding-
<Llama2, GPT-3, GPT-3.5 turbo, GPT-4> i sl o
dependent options, see which it picks
- sensitive to the meaning ambiguity in Experiment 2
—p Pfand the donkey is
b' t Every farmer u happy-)
scope-ambiguous sentences e domkey | > OB pana their qonkeys are
happy.)
> SUCCGSSfU”y Identlfy human—preferred readlngs Present LLM with scope ambiguous sentence as

prompt, observe continuation probabilities

11/2/2024

73



Experiment 1: null contexts

» A sample set of items

Subject quantifier Object quantifier
Short-form negation = Ao] oS oF Wolth,  dhAlo] T okS of Wolr)

(SFN) -
Long-form negation
g g AT

(LFN)

§2

RE Spe] oS =X @itk sho] RE oS uA

* 240 items by condition

* ChatGPT models (40, 4-turbo, 3.5 turbo)

2024 B QY2 Yot - stR AOIY H 3| 7t S ESAE 7

2024/11/09

Experiment 1: null contexts

» A sample set of prompt templates (A/B orderings): 240 x 2 = 480 items

« 28 2E 40| %S oF HUCL/HX| PEACL

- HE: HAE 2% Ct30f o|ojH REoZ MHP HS M2 2 E2X| 'A' EE B’
2o gzt

A 5, stdol 1098 A= I S0l 0¥o| oFS H2 A0|C

B. 5, 80| 109 ARA=H 1 F0f 50| %S H2 Z{o|C,

« 2% shdo| BE k2 oF HUCH/HX| AtCt,

- HE: HAIE 2% cf30f o]ojE 2EXo= HHSH HS MES|El 2 2X| 'A' ££ B
2o gzt

A %, 20 1078 = O S0 07HE H2 Zo|Ct,

B. &, 20| 107 A0l 2 F0of 57§ H2 Zo|LCt.

2024 B QY2 YLt - St AP HEt3| 7hE S E S

2024/11/09
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Experiment 1: Results

Models Subject quantifier | Object quantifier | « GPT-40
SFN LFN SFN LFN » Surface scope interpretations
GPT-40 Surface 100% 91.88% | 70.83% | 16.67%  Subject quantifier =SFN:
Inverse 0% 8.12% 2917% | 83.33% Strong surface scope interpretations
» Object quantifier = LEN:
SEN LEN SEN LEN Inverse scope interpretations
GPT-4- Surface | 78.33% | 40.20% | 19.37% 1.25%
turbo - - - - GPT-4-turbo
Inverse | 21.67% | 59.80% | 80.63% | 98.75% ' o
 Subject quantifier =SEN:
SEN LFN SEN LEN Surface scope interpretation
GPT-3.5- Surface | 95.83% | 87.50% | 91.67% | 67.50% « GPT-3.5-turbo
turbo Inverse | 4.17% | 12.50% | 833% | 32.50% - Surface scope interpretation
2024/11/09 2024 BT MH B UL . BT OA0IY B 7S BEAS 9

Experiment 2: with contexts

Surface scope supporting contexts

Inverse scope supporting contexts

ot HMO| EIot HHO A EMSS SF LN Z ot sHMO| X9t IO A EMSS St LIA Z
710 ZFCE Op7F 2 sHdar oA ZE2E of 7|0 ZRICE A0r7 3 st X0 A 2tz of
2 M WY FEHA Hoztn it S 2 HEZ 2 M WY FHA Hortd s X E HZ
ok Nl 7HE HHRACt T E %S A SUAX| T ok HQUX|TH O sHH2 oF0| L MA| o 70
OOl L F M A OF HRALCH HI F s 2 YLt
+ Sentence: 20| R E 2= % AL/ H K| RERUCE.
+ Question: Ct2 20| CtEHES SHEH QA3 =7t-
QREX| '0f' E& 'OtL| 20 ESiE),
2024/11/09 2024 S UG 2 HED| - R AY LY 712 IS0 10
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Experiment 2: Results (Surface-scope context)

Models Subject quantifier | Object quantifier | , All GPT models
SEN LFN SFN LFN
GPT-40 Surface | 94.17% | 95% | 95% 95% * Strong and robust surface
Inverse | 5.83% 5% 5% 5% scope interpretations
SFN LFN SFN LFN * GPT-4 turbo without context
GPT-4- Surface | 95.83% | 87.50% | 91.67% | 67.5%
turbo Inverse 417% | 12.50% | 8.33% 32.5%  Surface scope interpretations:
Subject quantifier — SFN only
SFN LFN SFN LFN
GPT-3.5- Surface 90% 95% | 91.67% | 98.33%
turbo Inverse | 10% 5% | 833% | 1.67%
2024/11/09 2024 SR MMB AL BIoP LA e BEASWE 11

Experiment 2: Results (Inverse-scope context)

Models Subject quantifier | Object quantifier | « GPT-40 (overall less)
SFN LFN SFN LFN + Inverse scope interpretations
GPT-40 Surface 0% 65.83% | 65% 1.67% * Subject quantifier —SFN:
Inverse | 100% | 34.17% | 35% | 98.33% » Object quantifier  LEN:
* GPT-4-turbo
SFN LFN SFN LFN + Inverse scope interpretation for
GPT-4- Surface | 100% | 75.83% | 42.50% | 3.33% Object quantifier conditions
turbo Inverse | 0% | 24.17% | 57.50% | 96.67% | * GPT-3.5-turbo
» Inverse scope interpretation
SEN LEN SEN LEN (except Object quantifier —LFN)
GPT-35- | Surface | 100% | 97.50% | 68.33% | 7.50% >Subject quantifier=SFN:
turbo | 0% > 50% 31.67% | 92.50% Robust surface-scope reading
nverse ° 0% 07% | 92.50% > Object-quantifier —LFN:
Inverse scope reading
2024/11/09 2024 SR MY 2 W] . SR A Y R 72 BE BN 12
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Discussion

 Variations across models:
* 4-turbo in null contexts
« Difficulty of interaction of negation forms and contextual backgrounds (Seo et al., 2024)

 Variations across sentence types:
+ Subject quantifier — SFN:
+ Strong surface scope interpretation without contexts (even in 4-turbo)
+ Strong surface scope interpretation regardless of contextual background (except 40)
- Robust preference of surface scope interpretations

» Object quantifier — LFN:
« Strong inverse scope interpretation without contexts (4o, 4-turbo)
« Strong inverse scope interpretation in supporting contexts (all models)
- Perceiving ambiguities and interaction with contextual knowledge (although not human-like fashion)

11/2/2024 13

Discussion

» Theoretical claims on scope ambiguities
» Cho (1975), Hagstrom (2000): Differences between two negation forms
* SFN allows surface scope interpretation only.
* LFNis ambiguous

* Suh (1989, 1990): Differences between the position of quantifiers
» SFN allows surface scope interpretation only.
* Subject quantifier — LFN: surface scope interpretation only
* Object quantifier — LFN: ambiguous

= Subject quantifier =SFN: strong surface scope interpretation
=>» Object quantifier —LFN: allows inverse scope interpretation (Suh 1989, 1990)

* Q1: 40 & 3.5-turbo capture surface scope interpretations (not Object-LFN in 40)
* Q2: 40 captures context-dependent interpretations

 Future Plan: human judgment tasks (with/ without contexts)

11/2/2024 14
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Nonstandard ‘why’-like ‘what’ construction as a mirative strategy
in Korean
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Cross-linguistic mirative strategies

. Mirativity is broadly defined as the linguistic encoding of surprise or
counter-expectation.’
. It can be expressed by a variety of different grammatical strategies (DeLancey
1997, 2012, Aikhenvald 2012, Peterson 2017, a.0):
(D lexical items, particles, interjections, verbal affixes (e.g., tense, aspect),
exclamation intonation, conventionalized syntactic construction, etc.

(2) a. Sentence exlamation: Kim won the race! (Rett & Sturman 2021)
b. Interjection: Oh! I didn’t expect that. (Klaus 2018)

! Aikhenvald (2012: 437) subsumes the following meanings under the notion of mirativity: sudden discovery,
sudden revelation or realization, surprise, unprepared mind, counterexpectation, and information new.

Mirative uses of non-canonical what in English

. Several previous studies have individually reported the uses of non-argumental
or non-referential what as a mirative marker or as part of a mirative construction
under certain grammatical contexts:

3 Surprise-Redundancy Contour:?
A: Tjust got a new haircut! B: What! Who from?

4) What'’s X doing Y? construction:®
What is it doing raining?
5 NP-internal illocution construction:*

Weszt came up with what an amazing new design.

(6)  What-exclamatives:®
What delicious cookies Bob bakes!

2Sag & Lieberman (2015), Klaus (2018)

3Kay & Fillmore (1999), Lemmens & Sahoo (2019)

*Van de Velde (2012)

>Zanuttini & Portner (2003), Rett & Sturman (2021), Villalba (2024)
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Main goals of this talk

1.  We aim to demonstrate that so-called ‘why’-like ‘what’ questions (WWQs) like
(7A) are used as a mirative strategy in Korean.
(7 A: ne-nun ecey mwe-1 tto swul-ul masy-ess-ni?
you-TOP yesterday what-Acc again alcohol-Acc drink-PsT-QUE
‘Why (the hell) did you drink alcohol again yesterday?’
B: soksanghan il ttaymwuney
upsetting  matter because.of
‘Because of an upsetting matter’
= The wh-adverbial mwe-[ is interpreted as ‘why (the hell)’, asking for a plausible
explanation or reason for the unexpected event described by the sentence.

= The construction expresses the speaker’s surprise (or disapproval) at the
unexpected event.

2.  After discussing the basic properties of WWQs, we propose an HPSG-based
analysis of the construction.

The grammatical status of ‘why’-like
‘what’ in Korean WWQs
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‘Why’-like ‘what’ as a wh-adverbial

. Unlike its argumental counterpart in canonical wh-questions, the wh-expression
in WWQs functions as an adverbial, given that it can occur in a saturated

transitive clause, an intransitive clause, and an unaccusative clause:®

(8) a.

mwe-1  pelsse chwiep kekceng-ul ha-ko  iss-ni?
what-Acc already employment worry-ACC do-CONN COP-QUE
‘Why (the hell) are you already worried about getting a job?’
ne-nun mwe-1 tto  haymalkkey wus-ko iss-ni?
you-TOP what-AcC again brightly smile-CONN be-QUE
‘Why (the hell) are you smiling brightly again?’

mwe-l  kulehkey ppalli elum-i nok-ass-ni?

what-Acc so quickly ice-NoM melt-PST-QUE

‘Why (the hell) did the ice melt so quickly?’

®Such an adverbial behavior of ‘why’-like ‘what’ is also observed in WWQs in other languages such as
German, Japanese, and Cantonese (Ochi 2004, Holler 2009, Nakao & Obata 2009, Cheng 2021).

‘Why’-like ‘what’ as a phonologically reduced form

. Unlike its argumental counterpart, the wh-expression in WWQs should surface as

a phonologically reduced form. i.e., mwe:”

(9) a.

Mary-nun {mwues-ul/mwu-el/mwe-1} mek-ess-ni?
Mary-Top what-Acc eat-PST-QUE

‘What did Mary eat?’

ne-nun {*mwues-ul/*mwu-el/mwe-1} tto chesnwun-ey
you-TOP what-ACC again first.sight-at
panha-yss-ni?

fall.in.love-PST-QUE

‘Why (the hell) did you fall in love at first sight?’

71t seems that Cantonese also allows only a reduced form to be realized as ‘why’-like ‘what’ in WWQs:

i) a. keoi maai-zo mat(ye) aa?
3sG buy-prv what  srp
‘What did he buy?’
b. mat(*ye) lei haidou haam ge?
what 25G PROG Cry SFP

‘Why are you crying?’ (Cheng 2021: (8)-(9))
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‘Why’-like ‘what’ as a fixed expression

. Another distinct property of ‘why’-like ‘what’ in WWQs from its ordinary
counterpart is that it cannot be paraphrased:
(10) a. Mimi-nun {mwe-1/etten kes-ul} mek-ess-ni?
Mimi-Tor what-Acc/which thing-Acc eat-PST-QUE
‘What/Which thing did Mimi eat?’

b. sacangnim-i {mwe-1/*etten kes-ul} tto ilen ke-l
boss-NoMm  what-Acc/which thing-Acc again this thing-acc
ponaysy-ess-ni?
send-PST-QUE
‘Why (the hell) did the boss send this thing again?’

= In the canonical wh-question (10a), the argumental wh-phrase mwe-[ can be
replaced by the discourse-linked wh-expression etten kes-ul ‘which thing-Acc’, but
this is not possible in the WWQ (10b).

Mirative properties of Korean WWQs
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Key characteristics of mirativity: speaker-oriented

. Mirativity is speaker-oriented, although it alternatively can reflect the mirative
stance of the hearer or some third party (Aikhenvald 2004, 2012, Rett &
Sturman 2021, Hengeveld & Olbertz 2012).

. The mirative meaning of WWQs is bound to the speaker’s perspective and not to
the hearer’s perspective:

(11D [context: Mimi screamed in surprise when a snake suddenly appeared.
Kim, who didn’t see the snake, asked Mimi why she screamed suddenly.]
Kim, to Mimi: mwe-1  kulehkey kapcaki solici-ni?
what-Acc like.that suddenly scream-QUE
‘Why (the hell) were you suddenly screaming like that?’
=  The WWQ expresses the speaker’s surprise at Mimi’s sudden screaming, not the
Mimi’s surprise at the sudden appearance of a snake.

Key characteristics of mirativity: not-at-issue content (1)

. Mirativity is not-at-issue content; it is not directly deniable in context or
unembeddable under negation and other sentential operators (Rett & Murray
2013, Rett & Sturman 2021):

(12) A: (Wow) Kim won the race!
B: That’s not true, he came in second.
B’: #That’s not true, you’re not surprised/you knew he would.

(13) (Wow) Kim did not win the race!
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Key characteristics of mirativity: not-at-issue content (2)

. The mirative meaning of WWQs is not directly deniable in context without
contradiction:

(14) #Mimi-nun mwe-1  kulehkey hotulkap-ul tte-ni? cenhye
Mimi-Top  what-Acc like.that fuss-Acc ~ make-QUE at.all
nollap-ci ahn-e.
surprise-CONN not-DECL
‘Why (the hell) are you making such a fuss? I'm not surprised at all.’

. The not-at-issue content of WWQs cannot be targeted by the negation involved:

(15) mwe-l1 tto swukcey-lul ha-ci anh-ass-ni?
what-Acc again homework-AcCc do-CONN not-PST-QUE
‘Why (the hell) didn’t you do the homework again?’
a. ~ It is the case that the addressee didn’t the homework again, and

the speaker is surprised.
b. ~ #It is not the case that the speaker is surprised that the addressee
didn’t do the homework again.

10

Key characteristics of mirativity: recency condition (1)

. Mirativity is subject to the recency restriction, which states that mirative
constructions “are licensed only when the speaker has recently learned the
at-issue proposition p” (Rett & Murray 2013: 459).

(16) [context: John and Sue watch Bill pull up in a new car.]
Sue, to John: (Wow,) Bill has a new car!
John: Yes, how exciting!
a7 [context: John and Sue watch Bill pull up in a new car.]
Sue, to John: I thought that Bill was still driving a Nissan.
John: I did too.
Sue: #(Wow,) Bill has a new car!
= Unlike Sue’s utterance in (16), that in (17) is unacceptable in the given context,
because it is uttered relatively later than the speaker has learned the surprising
unexpected event.

11
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Key characteristics of mirativity: recency condition (2)

C WWQs as a mirative strategy are also sensitive to the recency restriction:

(18) [context: John and Sue watch Bill pull up in a new car.]
a. Sue: cyay-nun mwe-l tto cha-lul sa-ss-ni?
he-top  what-Acc again car-AcC buy-PST-QUE
‘Why (the hell) has he bought a car again?’
b. John: I don’t know.
(19) [context: John and Sue watch Bill pull up in a new car.]
a. Sue, to John: I thought that Bill was still driving a Nissan.
b. John: I did too.
C. Sue: #cyay-nun mwe-l tto cha-lul sa-ss-ni?
he-Top what-Acc again car-Acc buy-pPsT-QUE
‘Why (the hell) has he bought a car again?’

12

No embedding under positive resolutive verbs

. WWQs cannot be embedded under positive resolutive verbs like an ‘know’, but

they are fully compatible with negative resolutive verbs:

(20) a. “*na-nun [Mimi-ka mwe-l tto tokil-ey kass-nunci]
I-Top  Mimi-NoMm what-ACC again Germany-to went-Que
an-ta.
know-DECL
‘I know why (the hell) Mimi went to Germany again.’

b. na-nun [Mimi-ka mwe-l tto tokil-ey kass-nunci]
I-Top  Mimi-Nom what-AcC again Germany-to went-QUE
molu-keyss-e.
not.know-PRES-DECL
‘I don’t know why (the hell) Mimi went to Germany again.’
= Unlike (20b), (20a) is uttered in the non-mirative context in which the speaker is
not surprised by the descried event, as he expected it to happen.

13
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Licensing conditions of mirative
‘why’-like ‘what’

Counter-expectation contexts

. Many mirative markers are dependent on certain context or descriptive content
to elicit their mirative interpretation (DeLancey 1997, 2012, Rett & Murray
2013, Aikhenvald 2012).

. The mirative wh-marker in WWQs is licensed in a counter-expectation marking
context, e.g., that provided by an expression like kulehkey ‘so/like that’, tto
‘again’, or pelsse ‘already’.

(21) a. Mimi-nun mwe-l tto mek-ess-ni?

Mimi-TorP what-ACC again eat-PST-QUE

‘What did Mimi eat again?’ or ‘Why (the hell) did Mimi eat again?’

b. Mimi-nun mwe-1  mek-ess-ni?
Mimi-TopP what-ACC eat-PST-QUE
‘What did Mimi eat again?’
= (21a) is ambiguous between a canonical wh-reading and a ‘why’-like

‘what’-reading with mirativity. If the adverb tto ‘again’ is omitted in (21a), the
result in (21b) no longer conveys the mirative reading.

14
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Obligatory appearance of a counterexpectation carrying element

The lack of such a counter-expectation evoking element leads to
ungrammaticality in the environment where the wh-expression is unambiguously
used as a mirative wh-adverbial .®

(22) a. Kim-un mwe-1  *(tto) cwungkwuk-ey ka-ss-ni?
Kim-Top what-Acc again China-Loc g0-PST-QUE
‘Why (the hell) did Kim go to China again?’
b. John-un mwe-1  *(pelsse) ttena-ss-ni?

John-Top what-Acc already leave-PST-QUE
‘Why (the hell) has John already left?’

8Such a licensing constraint is also observed in German WWQs (Munaro & Obenauer 1999):

i) a. was rennst du *(so) schnell?
whatrun youso  fast
‘Why are you running so fast?’
b. was schreit der *(schon wieder)
why shouts he already again
‘Why has he already shouted again?’

15

Fixed ordering between the mirative wh-element and its licensor

The licensing dependency between the mirative wh-element and its licensor
marking unexpectedness is further structurally restricted; the former must be
adjacent to and followed by the latter:
(23) a. ne-nun ecey mwe-l  pelsse swukcey-lul
you-ToP yesterday what-Acc already homework-Acc
caychwulha-yss-ni?
submit-PST-QUE
‘Why (the hell) did you already submit the homework yesterday?’
b. *ne-nun mwe-l ecey pelsse swukcey-lul
you-TOP what-AcCC yesterday already homework-Acc
caychwulha-yss-ni?
submit-PST-QUE

c. *ne-nun pelsse mwe-l ecey swukcey-lul
you-TOP already what-Acc yesterday homework-Acc
caychwulha-yss-ni?
submit-PST-QUE

16
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Grammaticalized ‘why’-like ‘what’

As a grammaticalized wh-word marking mirativity

. A number of miratives are viewed as grammaticalized linguistic markers of
mirativity (Aikhenvald 2012, DeLancey 1997, Serrano-Losada 2018).

. Whaley (1997: 285) notes that grammaticalization is a process of language
change by which a free lexical morpheme becomes semantically generalized and
phonologically reduced.

. Cross-linguistic studies (e.g., Rhee 2016, Lee et al. 2017, Yap & Xu 2022) have
revealed that a wh-expression ‘what’ has grammaticalized to serve various
extended pragmatic functions, including clarification-seeking, marking
hesitation, disbelief, uncertainty, and disapproval.

J We assume that the wh-element mwe(-l) in WWQs has grammaticalized from its
unreduced, argumental counterpart to a reason wh-adverbial serving the
mirative function.’

Park (2023) suggests that the nonstandard mwe-I has developed from mwe-(lo) (because of what) where
-@W)lo is a particle expressing reason or cause.

17
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Development of mel ‘what’ in Cantonese

. Chor & Lam (2023): mel ‘what’ in Cantonese—a phonologically reduced form
derived from matIje5—has extended its use through the process of
grammaticalization to assume various pragmatic functions. (24) and (25) show
its development into a negative evaluative marker and then to a mirative marker,
respectively.

(24) Mel tiu4 tai4muk6 hou2 naan4 aa3, hou2 ji6 zel!
ME CL question very difficult sSFp very easy SFp
‘(I don’t think) the question is difficult - it’s so easy!’
(25) [context: A couple is talking about a dress that the wife has bought via
an online shop.]
Husband: Leng3 mel?
pretty ME
‘(You think it’s) pretty? (I doubt it.)’
Wife: M4 leng3 mel?
not pretty ME
‘(You think it’s) not pretty?! (I disagree with you!)’

18

Non-standard mwe-[ as a negative evaluative marker

. In Korean, non-standard mwe(-1) can also be used as a negative evaluative
marker (cf. Kim & Kim 2022):
(26) Mimi-ka kongpwu-lul mwe-l cal hay
Mimi-NoMm study-Acc ~ what-Acc well do
‘I don’t think Mimi studies well or No way does Mimi study well.’

J We argue that, like mel ‘what’ in Cantonese, mwe(-1) in Korean has
grammaticalized as an element performing various pragmatic functions such as
mirativity and negative evaluation (see Rhee 2016 for other pragmatic functions
of mwe).

19
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A construction-based HPSG approach

Mirative wh-construction

. The mirative wh-adverbial yields an at-issue reason reading as well as a

not-at-issue mirative reading:*°

27 -FORM <mwe(D >

HEAD|POS adv

MOD (S[IND s,])
SYN
QUE +

MIR +

SEM|AT-ISSUE Ax[reason(x, s )]

PRAG|NOT-AT-ISSUE —expect(speaker, s )
. To capture the licensing dependencies, we introduce the so-called Immediate
Linear Precedence constraint in (28).

(28) Immediate Linear Precedence (ILP) constraint:
mwe(-D [MIR +] << {kulehkey, tto, pelsse, ...}

1%We partly adopt Zhuang’s (2023) semantic analysis for mirativity.

20
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Rhetorical uses of WWQs

Aikhenvald (2012) notes that miratives in interrogatives have a rhetorical force.

Korean WWQs, depending on context, can also be used rhetorically to express a
speaker’s disapproval towards an unexpected event, not seeking an answer from
the hearer (Park & Kang 2020, Park 2023):
(29) mwe-l tto  papo kathi wus-ko iss-ni?

what-Acc again idiot like laugh-coNN copP-QUE

‘Why (the hell) are you laughing like an idiot again?’

~ ‘You shouldn’t laugh like an idiot.’

21

Mirative wh-adverbial as a negative quantifier

To account for this rhetorical reading, we follow Han’s (2002) analysis for
rhetorical questions. According to her analysis, a wh-phrase in rhetorical
wh-questions is mapped onto a negative quantifier, as sketched in (30).
(30) a. Who knows?

b. =3(x) [person(x) & knows(x)] — Nobody knows.

We assume that the mirative wh-adverb in rhetorical WWQs is also treated as a
negative quantifier. This assumption would assign the at-issue and mirative
meaning in (31) to the WWQ in (29).
(31) a. —dx[reason(x) & laughing(y, like.an.idiot, again, for x)]
= There is no reason that you are laughing like an idiot again.
~You shouldn’t laugh like an idiot.

b. —expect, (laughing(y, like.an.idiot, again))

22
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Summary

. We have proposed to treat Korean WWQs as a mirative strategy.

. We have sketched a construction-based HPSG approach, according to which the
grammaticalized, mirative wh-element is realized as a mirative wh-construction
that expresses an at-issue information-seeking reading as well a not-at-issue
mirative reading.

. To account for the rhetorical uses of WWQs, we have taken the mirative
wh-adverb to be mapped onto a negative quantifier based on Han’s analysis of
rhetorical questions. This direction enables us to account for both
information-seeking and rhetorical WWQs in a uniform way.

23
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Comparing Paraphrases by Humans and LL.Ms: An Analysis of Syntactic
Complexity, Semantic Similarity, and Lexical Diversity through NLP
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Minkyung Kim and Jimin Kim (Seoul National University)

1. Introduction

While scholars have yet to reach a consensus on the exact definition of what a paraphrase is, recent
studies tried to integrate sub-dimensions such as syntactical, semantical and lexical aspects, reaching
a more specific and detailed definition of a paraphrase (McCarthy, Guess, and Mcnamara, 2009; Shi,
2004). In accordance with this trend, the current study also defines paraphrasing as generating
linguistic strings that are syntactically and lexically different from the original, while retaining its

meaning. For example, consider sentences (a) and (b) below:
(@) Tuition at the six two-year colleges will leap from $300 to $2800.1

(b) The tuition fees at the six community colleges for two-year programs are set to increase

by $300, reaching a total of $2800.2

Both sentences share the same meaning while using different sentential structure and vocabularies.

In academic writing, paraphrasing holds its significance by allowing writers indirectly cite
the original source texts to avoid plagiarism and make their material sound more reliable (Chen,
Huang, Chang, & Liou, 2015; Hawes, 2003). Paraphrasing is also important in the field of Natural
Language Processing (NLP). Generative artificial intelligence (Al) and Large Language Models
(LLMs) do paraphrase in multiple units to facilitate various tasks such as text summarization, data
augmentation, and content creation. Also, it is know that the paraphrasing ability of LLMs makes the
comprehension ability of NLP models robust and clear (Bolshakov & Gelbukh, 2004; Jayawardena &
Yapa, 2024;; McKeown, 1979).

With substantial improvement in LLMs in coding, medicine, law, physics and in other areas
(Bubeck et al., 2023; OpenAl, 2023), people are depending on these models more than ever. According
to Li et al. (2024), the usage of LLMs in academic writing and Al paraphrasing increased a lot to polish
writing and expand textual diversity. Despite its growing usage, it has not been investigated whether

LLMs perform better in generating paraphrases than humans.

1 (a) is a sample sentence from Microsoft Research Paraphrase Corpus (Dolan & Brockett, 2005).
2 (b) is a paraphrase generated by OpenAl’s GPT-4.
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Thus, the present study aims to compare the quality of paraphrases generated by one of the
most prominent and widely used LLMs, ChatGPT, with those written by humans in terms of three

main features: syntactic complexity, semantic similarity, and lexical diversity.

2. NLP Analysis with Paraphrases in LLMs

In recent years, the popularity of pre-trained LLMs for paraphrasing has surged due to their improved
capabilities to process complex syntax and semantics of a language. As paraphrasing is one of the
fundamental tasks in NLP tasks, analyzing the quality of paraphrases has become important, drawing

on various metrics used in computational linguistics.

Andrews and Witteveen (2019) revealed the effectiveness of LLMs, especially OpenAl’s
GPT-2, by fine-tuning the model on paraphrase dataset. 3Their approach scored high on semantic
similarity and lexical diversity, with NLP metrics such as Universal Sentence Encoder (USE),
ROUGE-L, and BLEU. In the similar vein, Hegde and Patil (2020) explored GPT-2 in unsupervised
generation of various paraphrases, suggesting that paraphrases generated by GPT-2 can enhance the
classification tasks with LLMs.

Palivela (2021) developed a unified model capable of generating and identifying paraphrases.
This novel model outperformed prior models in terms of accuracy in identifying paraphrases and
achieved high scores in metrics such as BLEU, ROUGE, and METEOR.

Jayawardena and Yapa (2024) utilized various NLP metrics to evaluate the scores of their
paraphrase corpus dataset developed through GPT-3.5 Turbo model, ParaFusion. They compared the
figures from 8 NLP metrics for semantic similarity, 5 for syntactic diversity, and 6 for lexical diversity.
“Their findings reported that the dataset achieved a 25% improvement than any other paraphrase

dataset online, indicating that ParaFusion can be a valuable resource for enhancing NLP applications.

Recently, more research has focused on comparing the quality of paraphrases generated by various
LLMs through NLP metrics. Wahle et al. (2022) compared GPT-3 and T5 in terms of their

effectiveness of paraphrase generation, capturing challenges for plagiarism detection.

Furthermore, Pehlivanoglu et al. (2024) utilized three different models, namely, ChatGPT,
GPT-3 and T5, to compare their newly developed paraphrase dataset, ParaGPT with NLP metrics
such as BLEU, ROUGE, and BERTScore. Their results showed that ChatGPT exceled in retaining

3 The process of taking a pre-trained model and further training it on a specific, smaller dataset to adapt it to a particular task.

4 Summarized in Table 1 below.
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semantic similarity while T5 was strong in syntactic diversity.

A number of previous studies utilized diverse NLP metrics to assess paraphrase dataset as
organized in Table 1. However, most of them have focused on LLMs’ ability to paraphrase or identify
and detect paraphrases and plagiarism. There is little research on comparing the quality of human-
generated paraphrases and LLM-generated paraphrases with NLP metrics. This is important, we
believe, because there is some known weakness of LLMs in general: they lack cognitive
understanding and simply reproduce trained data by statistical patterns (Bender et al., 2021; Cheon,
2023; Floridi, 2023).

Moreover, most studies chose to use ROUGE and BLEU, but these traditional metrics have
some limitations in capturing semantic alignment (Bubeck et al., 2023). They primarily focus on the
surface-level syntactic matching, which could be better used for some tasks requiring exact wording

and sequence overlap.

Thus, the current study chose to employ other NLP metrics such as Cosine and Jaccard
similarity to capture both semantic alignment and lexical diversity in paraphrases. The primary goal
of this research is to explore the features of human- and Al-generated paraphrases through NLP
metrics and assess the reliability of LLM-generated paraphrases.

The research questions of the current study are presented below:

1. What are differences between paraphrases generated by humans and those produced by

ChatGPT?

2. Does ChatGPT demonstrate superiority over human-generated paraphrases in terms of quality?
3. Which metirc does chatGPT demonstrate superiority over human-generated paraphrases in

terms of quality?

Table 1. Summary of Evaluation Metrics Used in Previous Paraphrase Research

Previous Study Paraphrase Evaluation Metrics

Witteveen and Andrews (2019) Universal Sentence Encoder (USE), ROUGE-L, BLEU

Hegde and Patil (2020) ROUGE-L, METEOR, Self-BLEU, Human Evaluation

Palivela (2021) BLEU, ROUGE, METEOR

Jayawardena and Yapa (2024) Semantic Similarity: Ada Score, SImCSE Score, PromCSE Score,

Mpnet Score, Mpnet-qa Similarity Score, Roberta Score, Mini Score,
Mini Score2

Syntactic Diversity: Ted-F Score, Ted-3 Score, Kermit Score, ST
Kernel Score, NP Kernel Score

Lexical Diversity: BOW Overlap, Corpus BLEU, Sentence BLEU,
METEOR, ROUGE-1, ROUGE-2, ROUGE-L, Token N/U, Google
BLEU, TER, WER, CharacTER

Wahle et al. (2022) Semantic Similarity: BERTScore, BARTScore

Count-Based Similarity: ROUGE-L, BLEU

Quality Ratings: Clarity, Fluency, Coherence (Human Evaluation)
Pehlivanoglu et al. (2024) BLEU, ROUGE, BERT Score

3

113



Comparing Paraphrases by Human and LLMs Kim & Kim (2024)

3. Methodology

3.1 Paraphrase Dataset

The current study utilized Microsoft Research Paraphrase Corpus (Dolan & Brockett, 2005) to obtain
human-generated paraphrases. The data consist of sentence pairs collected from newswire articles and
are rated 1 or 0 by human annotation in terms of their semantic congruence®. Among 5,801 paraphrases,
the current study extracted a stratified sample of 500 paraphrases,® achieving a 95% confidence level

with a 4.2% margin of error (Bartlett, Kotrlik, & Higgins, 2001).

3.2 Large Language Model

The selected LLM to produce paraphrases was OpenAl’s GPT-4 through a chatbot, ChatGPT. As it
is widely known that the capabilities of ChatGPT are advanced in various areas including writing
assistnace (Zebua & Katemba, 2024) and essay assessment (Pack et al., 2024), it was utilized to

generated 500 paraphrases under the prompt in Figure 1.

3.3 NLP Metrics

To compare the quality and features of human- and LLM-generated paraphrases, the current study
employed three NLP metrics, syntactic dependency parsing, cosine similarity and Jaccard similarity,
to assess Syntactic Complexity (SC), Semantic Similarity (SS), and Lexical Complexity (LC)
respectively.

One thing to note is that in syntactic parsing, there are mainly two kinds: constituency parsing
and dependency parsing. As shown in Figure 2, constituency parsing builds hierarchical trees with
multiple levels while dependency parsing exhibits direct relations between individual items (Nivre,
2010; Jurafsky & Martin, 2019). We chose dependency parsing, as it is more efficient and simple in

terms of evaluating the complexity of paraphrases.

Prompt:
Given the source sentences provided
below, generate a paraphrase for each

text.

Try to generate paraphrases that are both

lexical and syntactically diverse from the

source sentence. A ChatGPT
Provide the output as a numbered list.

Figure 1. Prompt for Paraphrase Generation

5 1: paraphrase, 0: not-paraphrase based on the semantic similarity

® The process of taking a pre-trained model and further training it on a specific, smaller dataset to adapt it to a particular task.

4
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The scores of dependency parsing were converted to a number with two decimal places for
convenient comparison with scores from other metrics. The formula for syntactic complexity is as
follows:

(1) M: Number of matching dependencies between two sentences.

TTT: Total number of dependencies in both sentences,

where T=| D1| +| D2| T=|D_1|+|D_2|T=| D1| +|l D2|

(2) Syntactic Complexity:

2-M
S = — D=1-8

Semantic similarity measures whether the paraphrased sentence retains the meaning of the
original sentence. If a paraphrase obtains high semantic similarity, it means that the paraphrase pairs
share similar semantic meaning (Alian & Awajan, 2018). In this study, cosine similarity (Salton et al.,
1975) was employed which analyzes the cosine value between two texts’ term vectors. This is one of
the most fundamental ways to calculate similarity in paraphrases (Alian & Awajan, 2020; Rahutomo et
al., 2012; Salman et al., 2023). The formula for cosine similarity is as follows:

A-B
(3) Cosine Similarity(A4, B) =
' IAll1B]

The last metric is lexical diversity. A high-quality paraphrase should avoid using identical
vocabulary of the original sentence. To measure that, Jaccard Distance (Besta et al., 2020) was used,
which was adapted from Jaccard similarity (Jaccard, 1908). By calculating Jaccard Distance, insight
into the lexical diversity of a paraphrase is obtained; a higher distance reflects greater vocabulary
variation, indicating a richer, more sophisticated rephrasing. Formulas for Jaccard similarity and Jaccard

distance are below:

4) Jaccard Similarity: _ AN B
“) Y4B = o

(5) Jaccard Distance:  d; =1 — J(A, B)

A

NP VP
| - ~
| -~ ™~ nsubj et
PRP v NP
| // \\
| am DT N
| ‘ I am a linguist.
a linguist PRON AUX DET NOUN

Figure 2. Constituency Tree Structure and Dependency Tree Structure in English

5
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3.4 Data Analysis

Three measures were calculated in Python using various libraries. For syntactic dependency parsing,
spaCy was used to analyze the sentence structures. Scikit-learn was selected for Cosine similarity and
NLTK’s Jaccard distance was measured for lexical diversity. These libraries allowed efficient

computation of metrics for assessing paraphrase quality generated by humans and LLMs.

The threshold for each metric in the current study was set for 0.7 following previous studies
(Ashok, Natarajan, Elmasri, & Smith-Stvan, 2020; Ghadery, Movahedi, Faili, & Shakery, 2018).
Additional thresholds of 0.8 and 0.9 were set for investigating the proportion of high-quality restated

outcomes.
3.5 Statistical Analysis

To investigate the differences between the scores from human- and LLM-generated paraphrases,
various statistics were calculated through R version 4.4.1. An independent samples t-test was used to
assess the statistical significance between the two groups of paraphrases. Additionally, the Pearson
Correlation Coefficients were measured to determine whether there is some relationship between
human written paraphrases and those generated by ChatGPT.

4. Result
4.1 Different Scores in Metrics

Table 2 below shows the mean scores of each metric of two groups of paraphrases: Semantic
Similarity, Syntactic Complexity, and Lexical Complexity. The biggest difference in average scores
was detected in Semantic Similarity, suggesting that GPT-4 can retain more of the original meaning
than humans. In the similar vein, the GPT-4 scored higher (M = 0.70) than Human-generated
paraphrases (M =0.55) in terms of Syntactic Complexity, indicating that syntactic variation was greater
in GPT-4’s outcomes. The smallest difference was shown in Lexical Complexity, revealing that
ChatGPT’s paraphrases were slightly better in changing vocabularies than humans. Table 3 shows the
outcomes of an independent samples t-test with two groups’ scores from each metric. The p value for
each metric showed that the results are statistically significant. These results suggest that GPT and

Human paraphrases differ significantly with GPT paraphrases outperforming the other.

Table 2. Average Scores of Three NLP Metrics

Semantic Similarity Syntactic Complexity Lexical Complexity
GPT-4 (ChatGPT) 0.88 0.70 0.59
Human 0.65 0.55 0.56
6
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Table 3. Results of Independent Samples T-Test

Metric t df p-value Mean SE Cohen’ d
Difference  Difference
Semantic Similarity 30.09 998 <.001 0.23 0.0079 1.90
Syntactic Complexity 13.22 998 <.001 0.15 0.0115 0.84
Lexical Complexity 3.45 998 0.0006 0.03 0.0095 0.22

4.2 High Quality Paraphrase Satisfying the Threshold

As mentioned above, the threshold of 0.7 (range from 0 to 1) was applied to all three metrics to
determine the high-quality paraphrases, following the previous research (Ashok et al., 2020; Ghadery
et al., 2018). But to allow for analysis at even higher quality levels, thresholds of 0.8 and 0.9 were
also adopted.

Figure 3 shows the results of the distribution of all the metrics in terms of three thresholds.
The LLM-generated paraphrase consistently excels Human-generated paraphrases at each threshold
across all metrics, with the most remarkable differences in Cosine Similarity indicating semantic
retention.

In terms of syntactic complexity, GPT-paraphrases also show greater performance, but not as
much as in the semantic similarity. For Lexical Complexity, the disparity is smaller, particularly at
higher thresholds. These results indicate that GPT paraphrases exhibit greater semantic similarity,
syntactic complexity, and lexical diversity compared to Human paraphrases, especially in semantic

similarity.

The paraphrased sentences that meet the threshold in all three criteria of syntactic complexity,
semantic similarity, and lexical complexity can be considered as Superior-Quality (SQ) paraphrases.
In Figure 4, the distribution of the SQ paraphrases by human and ChatGPT is presented. At the >0.7
threshold, GPT-generated paraphrases overwhelmingly excelled human-created ones. It is interesting

that among human generated ones, only two score above 0.7 in all three metrics.

4.3 Correlation between Paraphrases

The correlation analysis reveals some notable relationships among the paraphrase metrics for Human-
and LLM-generated paraphrases. In Figure 5, a correlation matrix shows significant figures in Pearson
Correlation Coefficients. In LLM-generated paraphrases, Semantic Similarity (GPT_SS) shows a
moderate negative correlation with Syntactic Complexity (GPT_SC, r = -0.45, p < .01) and Lexical
Complexity (GPT_LC, r =-0.50, p < .01), suggesting that as a paraphrase retains the meaning of the

original sentence, the variation of syntax and lexis tend to decrease. Furthermore, SC and LC for GPT

" Both groups (ChatGPT and Human) have 500 paraphrases respectively, a total of 1,000 paraphrases.

7
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paraphrases are positively correlated (r=0.70, p<.01), indicating that a concurring increase in syntactic
and lexical changes.

In Human-generated paraphrases, Syntactic Complexity (HM_SC) and Lexical Complexity
(HM_LC) show a strong positive correlation (r = 0.80, p < .01), while both suggest strong negative
correlations with Semantic Similarity (Hm_SS; r = -0.76 and r = -0.81, respectively, p <.01). This
suggests that higher syntactic and lexical variability in human paraphrases is associated with reduced

semantic similarity.

Comparison of Paraphrases by Metric Thresholds

Cosine Similanty Syniactic Complaxily Laxical Complaxity

424
400
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Figure 3. Comparison of Human- and LLM- Generated Paraphrases Satisfying High-Quality Thresholds
Paraphrases Meeting All Metric Thresholds by Group
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Figure 4. The Number of Paraphrases Satisfying Threshold in All Three Metrics
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Figure 5. Correlation Matrix of Paraphrase Metrics for GPT- and Human-Generated Texts
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5. Discussion and Interpretation
5.1 ChatGPT’s Comparable Performance to Humans in Lexical Variation

The current study aimed to compare Human- and LLM-generated paraphrases with NLP metrics and
tried to figure out the differences between them. Not surprisingly, OpenAl’s GPT-4 through ChatGPT
showed great performance on syntactic transformation and semantic retention. However, it was
interesting to capture that GPT-4 has a merely comparable capability of word change to humans’
revealing 0.03 mean difference in scores of Lexical Complexity. Is ChatGPT not smart enough to use

different words while paraphrasing?

Before concluding that GPT-4 does not excel in changing vocabulary, considering the
negative correlation between Semantic Similarity (SS) and Lexical Complexity (LC) of each group
can provide some useful insights. We have seen that the correlation between SS and LC in ChatGPT
was moderately negative (-0.5), whereas that of human paraphrases is strongly negative (-0.8). This
indicates that the humans tend to sacrifice semantic equivalency to greater degree than ChatGPT. In
other words, ChatGPT puts more importance on maintaining the original meaning of the source texts,

possibly being conservative with the degree of lexical changes.

According to Gilbert et al. (2023), LLMs are designed to focus on conveying essential
information even when compressing and rephrasing texts. Their results suggested that GPT-4
prioritized maintaining semantic equivalency even in complex or ambiguous contexts. This may align
with the observation found in the current study that the first aim of ChatGPT in paraphrasing is to

retain the original meaning and avoid radical lexical alterations.
5.2 Superior-Quality Paraphrases

The three NLP metrics calculated numeric figures in a range from 0 to 1. If a paraphrase gets

a score above the threshold of 0.7, it can be considered as a high-quality paraphrase in one of the three

dimensions. If a paraphrase can get scores above 0.7 in all of the three NLP metrics, it can be considered

as a Superior-Quality paraphrase. For example, the paraphrase pair in (5) is generated from ChatGPT

with all three metrics scoring above 0.8.
(5) a. We cannot allow anything like that, and we won't. (Original Sentence)
b. We will not permit such actions, nor will we allow them in the future.

(LLM-Paraphrase)
(5b) got 0.87 for semantic similarity, 1 for syntactic complexity, and 0.9 for lexical complexity, which
are extremely high scores. The perfect score in syntactic variation could be gained due to using the

negative inversion, creating emphasis and a more formal tone. Also, including the adverbial phrase ‘in
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the future’ clarifies the future stance which was not explicit in the original sentence.

Receiving a perfect score 1 means a lot in the scoring process as there are only a few
paraphrases receiving perfect scores in semantic similarity and syntactic complexity and none in lexical
complexity. Among 500 GPT-written paraphrases, only four of them reached a perfect score in syntactic
complexity and 13 in semantic similarity. However, the number sharply decrease in case of human-

generated paraphrase, with only three out of 500 paraphrases obtained score 1.
6. Conclusion and Future Studies

The current study aims to investigate the different aspects of paraphrases generated by humans and
the LLM using metrics in the field of computational linguistics and natural language processing. In
accordance with previous studies which agree upon the capabilities of large language models, the
paraphrase pairs written by OpenAI’s ChatGPT were superior to human-generated ones in terms of
semantic similarity, syntactic complexity, and lexical complexity.

A notable advantage over human-generated paraphrases in terms of semantic similarity and
syntactic diversity was demonstrated in ChatGPT-generated paraphrases while its performance in word
variation remained closely aligned with human writing. The comparable ability of lexical complexity
might result from ChatGPT’s priority on maintaining semantic equivalency.

The findings of the current study can provide some useful insights for the application of LLMs
in educational and professional contexts where semantic accuracy is important, such as text
summarization, content creation, and language learning. Additionally, these findings can contribute
to building the basement of automatic paraphrasing system as a part of writing assessment for English
learners and paraphrase quality evaluation for other generative Al application. Further research into
effective prompts for paraphrasing, as well as the development of relevant NLP metrics for

paraphrasing assessment, may be necessary.
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As-parenthetical construction (APC)

« As-parenthetical clauses generally have no positional restrictions and are syntactically
detached from, but semantically incorporated with, the main clause.
- An obligatory syntactic gap (Huddleston & Pullum 2002; Potts 2002b, Dehe & Kavalova 2007,
Lee-Goldman 2012; LaCara 2015):
(1) a. Sam bought a new car, as Alex also has . [Predicate-gap]
b. Americans should get cheap oil, as the whole world knows . [S-gap] (LaCara 2015:
222)

+ The elided element is understood as a sentential or predicative complement, which the
as-clause modifies.
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As-parentheticals with subject ellipsis

« When the elided element is understood as a sentential complement, there are some cases
where the subject appears to be the non-referential it (Seppanen & Herriman 2002; Postal
2004; Flickinger 2008, a.0.).

(2) a. That poor lady died of cholera, as it happens.
b. That poor lady died of cholera, as happens.

« In this case, the ellipsis of the expletive subject is assumed to be optional, but the
interpretation seems to remain identical.

« However, the subject ellipsis is required in some environment, such as passive or adjectival
predicates in as-clauses:

(3) a. As(*it) is expected, Romney is projected to win Georgia, Indiana, Kentucky, South
Carolina and West Virginia.
b. Mr. Johnson, as (*it) is customary, flew in a separate plane.

« What is interesting here is that the subjectless as-clauses are understood to have an expletive
subject in the underlying structures.
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Goals of this research

 To account for the subject ellipsis environment in as-parenthetical clauses by focusing on
their predicate types and distributions

+ To look into the semantic difference considering the optionality of the non-referential subject
from authentic data from COCA

+ To examine whether there are any contrasting or alternating pairs of distributions using
distinctive collexeme analysis

+ This research is developed but separated from Park and Kim (2021).
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Predicate types

+ Adopting previous literature, | assume that the unexpressed subject of APC with certain
predicates is the expletive pronoun it (Seppanen & Herriman 2002, a.o.).

- The unexpressed subject is restricted to being considered a third singular form and appears
with four predicate types (Seppanen & Herriman 2002; Postal 2004; Park and Kim 2021).

(4) RAISING VERBS
a. That is, as appears, until the time of the fruit; perhaps for a year. (COCA 2012 WEB)
PASSIVES
b. As was mentioned, the college admission context is too enormous to be
fundamentally altered. (COCA 2012 ACAD)
ADJECTIVALS
c. Asis traditional, editorials are unsigned and intended to be seen as the voice of the
news organization. (COCA 2019 NEWS)
CERTAIN NOMINAL EXPRESSIONS
d. Variable results might be obtained by different studies, as is the case. (COCA 1994
ACAD)
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Optionality of the subject ellipsis

- Depending on the predicate type, the optionality varies (Postal 2004; Park and Kim 2021).

(5) That is, as appears, until the time of the fruit; perhaps for a year. (COCA 2012 WEB)

a.
b. That is, as it appears, until the time of the fruit; perhaps for a year.

(6) a. Aswas mentioned, the college admission context is too enormous to be
fundamentally altered. (COCA 2012 ACAD)
b. *As it was mentioned, the college admission context is too enormous to be
fundamentally altered.

(7) a. Asis traditional, editorials are unsigned and intended to be seen as the voice of the
news organization. (COCA 2019 NEWS)
b. *As it is traditional, editorials are unsigned and intended to be seen as the voice of
the news organization.

« The optionality of subject ellipsis seems to be lexically controlled.

« However, it is doubtful whether the optionality can ensure the same meaning between the two
subtypes.
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« Each predicate type sometimes allows for tenseless/nonfinite forms.

(8) a. Thatis, as appears, until the time of the fruit; perhaps for a year. (COCA 2012 WEB)'
b.*That is, as to appear, until the time of the fruit; perhaps for a year.
(9) a. Aswas mentioned, the college admission context is too enormous to be
fundamentally altered. (COCA 2012 ACAD)
b. As mentioned, the college admission context is too enormous to be fundamentally
altered.

(10) a. Asis traditional, editorials are unsigned and intended to be seen as the voice of the
news organization. (COCA 2019 NEWS)
b. As traditional, editorials are unsigned and intended to be seen as the voice of the
news organization.

- However, the question is whether every predicate is allowed in nonfinite forms.

"The progressive participle form ‘as appearing’ only appears as a subordinate clause, not a parenthetical one.
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Conventional Implicature

+ The most key semantic property in APC concerns the notion of Conventional Implicature (CI).
(11) Conventional Implicature (Cl): The speaker makes a commitment to the truth value of

the content of the as-parentheticals without actually asserting that it is true. (Grice 1975)

« Since the as-clause is not part of the sentential domain of the main clause, it expresses a
separate proposition.

(12) The photo, as is usual, is composed to emphasize its stereo effect. (COCA 2007 ACAD)
a. ASSERTION = The photo is composed to emphasize its stereo effect.
b. ClI = Itis usual that the photo is composed to emphasize its stereo effect.

- Cl expressions are used to guide the discourse in a particular direction or to help the hearer to
understand better why the at-issue content is important (Potts 2005).
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Presupposition holes

+ The entailment of Cl leads to the fact that when the as-clause is embedded below the
standard ‘presupposition holes’, the content of the as-clause ‘escapes’ (Potts, 2002b, 2005).

(13) a. Ifthe legislation passes next year, as is expected, France will become the wealthiest
and most powerful country... (2012 WEB)
b. Might you leave CBS for another network, as is rumored? (1999 SPOK)
c. Bureaucracy in relation to foreigners is not such frightful, as seems. (2012 BLOG)

« The as-clauses conventionally implicate only the at-issue content with no need for
presuppositional predicates.
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« Gathering corpus data and lemma frequencies from COCA (Corpus of Contemporary American
English)
« Distributional observation:

« The importance of the distributional observation stems from the information-structure
of each lexeme shown in subjectless APC.

« This distributional observation supports the hypothesis of optionality of an overt subject
in APC.

- Collostructional analysis (a blend of construction and collocational) by statistical methods to
understand the patterns and structures in subjectless APC (Goldberg 1995, 2006; Stefanowitsch
& Gries 2009)

- Contextual distinctiveness to examine how much impact each lexeme has in understanding its
significance within subjectless APC

- Dispersion to figure out how evenly lexemes in subjectless APC are distributed in the corpus

« Coll.analysis 4.0 package by Gries (2022) for R Studio and the log-likelihood ratio as an index
of collostructional strength
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Alternating pairs in question

« Search strings considering each lexeme with a syntactic gap and puctuations included
- Classifies into three types of pairs of constructions:

(14) a. Type I: Optionality of an expletive subject it with raising verbs

A: PUNC as it VERB PUNC [1,670 tokens]
B: PUNC as VERB PUNC [4,777 tokens]

b. Type II: Finiteness of subject ellipsis with an adjectival predicate
A: PUNC as ADJ PUNC [455 tokens]
B: PUNC VERB+|_vb as ADJ PUNC [137 tokens]

c. Type lll: Finiteness of subject ellipsis with a passive predicate
A: PUNC as _.v?n PUNC [4,269 tokens]
B: PUNC VERB+|_vb as _v?n PUNC |[55 tokens]

- Based on the lexemes, the lemma frequencies were extracted from six constructions.

Seulkee Park (KHU) Predicate patterns in as-parenthetical constructions with subject ellipsis
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Collexeme analysis

« In order to calculate the distinctiveness of a given collexeme, we need four lemma frequencies
suggested by Gries & Stefanowitsch (2004a):

(15) a. the lemma frequency of the collexeme « in construction A
b. the lemma frequency of the collexeme [ in construction B
c. the frequencies of construction A other than the collexeme —« in question

d. the frequencies of construction B other than the collexeme —f in question

« A 2x2 table calculated by a Fisher exact test or any other distributional statistic to identify
lexemes that exhibit a strong preference for one member of the pair as opposed to the other:

Table 1: The distribution of the verb ‘seem’ in APC according to the optionality of an expletive subject

happen (o) | otherverbs(—c) | Row totals
Expletive subj APC | 1,326 (1,337) 2,937 (2,926) 4,263
Subjectless APC 19 (8) 6 (17) 25
Column totals 1,345 2,943 4,288

« LLR scores can be transformed into critical values (i.e., p-values) and a LLR score of 3.8415 or
higher corresponds to p < 0.05 and a score of 10.8276 corresponds to p < 0.001.
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Filtered cases and limitations

« In this research, | assume that the unexpressed subject is the non-referential pronoun it.

- It was not possible to completely filter out the referential use of the subject it with the same
linear order of environment.

(16) a. This Jewish childi, as iti grows, has ample opportunity to discern wherein the
conduct or ethics of its people are right or wrong. (COCA 2012 WEB)
b. Thisis also detailed in Aerostar’s guidej. And, as itj says, don't level-up/down in the
same class with good stat growth or you will actually lower your stats. (COCA 2012
WEB)

« Based on the distributions of the extracted APC, however, it was possible to refine the verbs
used in the construction due to the relatively limited number of verbs that appear.

« Moreover, due to the obligatory ellipsis of the subject, refining the referential subject pronoun
is not necessarily required, as the context sufficiently captures the referentiality.

Seulkee Park (KHU) Predicate patterns in as-parenthetical constructions with subject ellipsis
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Distinctive collexeme analysis

« The Fisher-Yates exact test determines collostructional strength by examining whether the
frequency of a collexeme with a construct is distinctive.

(17) a. Type I: Optionality of an expletive subject it with raising verbs
b. Type II: Finiteness of subject ellipsis with an adjectival predicate
c. Type lll: Finiteness of subject ellipsis with a passive predicate

 From this, we can determine if the construction has an alternating pair with any contextual
distinctiveness or grammatical alternation among lexemes.

+ Additionally, we can determine whether there is a preference for a particular semantic class of
predicates associated with a certain type of construction environment.
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Constructional preference and collostructional strength: Type |

« The following table shows the frequencies required for a distinctive collexeme analysis of the
raising verbs in expletive subject APC with optional subject ellipsis.

Table 2: Collexeme verbs of two constructions in APC with optional subject ellipsis (raw frequencies)

COLLEXME | EXPLETIVELAS | SUBJECTLESS_AS
turn out 3,332 2
happen 1,580 19

seem 57 3
appear 33

« Although each lexeme occurs in both constructions, it is highly distinctive for one construction
compared to the other.

Table 3: Constructional preferences and collostructional strengths of collexeme verbs in APC with optional
subject ellipsis (*LLR=Coll.strength)

COLLEXME Preference LLR
turn out (3332:2) EXPLETIVE_AS 37.96
happen (1580:19) | SUBJECTLESS.AS | 20.68

seem (57:3) SUBJECTLESS_AS 8.88
appear (33:1) SUBJECTLESS_AS 1.94
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Constructional preference and collostructional strength: Type Il

« From the constructional preferences, most of the adjectives in subjectless APC prefer to
appear in tensed clauses.

« Among collexemes with a tenseless preference, only 'usual’ shows significantly higher
collostructional strength.

Table 4: Constructional preferences and collostructional strengths of collexeme adjectives in tensed and
tenseless APC (*LLR=Coll.strength)

Tensep_AD) (N=289) TENSELESS_AD) (N=4,458)
Collexeme (raw freq.) LLR Collexeme (raw freq.) LLR
likely (72:6) 487.39 usual (6:4152) 551.27
traditional (19:3) 114.82 important (0:58) 3.89
customary (20:5) 114.53 applicable (0:55) 3.68
typical (13:0) 89.93 appropriate (7:267) 0.51
well-known (8:1) 48.88 necessary (3:110) 015
common (7:1) 42.20
possible (7:127) 1.4
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Constructional preference and collostructional strength: Type Il

« Interestingly, there is a significant difference between the preference inferred from the raw
frequency and the collocational strength calculated to be statistically significant.

Table 5: Constructional preferences and collostructional strengths of the top 14 collexeme passive
predicates in tensed and tenseless APC

TENSED_PASS (N=155) TENSELESS_PASS (N=5,642)
Collexeme (raw freq.) | LLR | Collexeme (raw freq.) | LLR
known (11:16) 44,76 amended (0:404) 22.71
suggested (7:41) 13.28 promised (1:361) 13.55
reported (8:59) 12.4 noted (4:517) 10.77
intended (6:39) 10.39 requested (0:98) 5.36
said (5:28) 9.78 needed (2:240) L.47
rumored (3:12) 7.1 instructed (0:77) 4.2
mentioned (16:341) 4.04 tested (0:68) 3.71
stated (8:148) 2.96 advertised (0:67) 3.65
required (4:67) 1.85 scheduled (0:48) 2.61
planned (87:150) 1.66 ordered (0:44) 2.39
proposed (2:36) 0.77 desired (0:38) 2.07
agreed (2:40) 0.58 shown (3:215) 1.76
discussed (3:82) 0.22 directed (0:27) 1.47
expected (46:1592) 0.16 spoken (0:23) 1.25
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Association and dispersion

« The predictions of the G*>-values are indicated with numbers, o with the lowest and 9 with the
highest values.

Predicted G*-values

o 0 1 2 3 4 5 7 8 9
124, o 0 1 2 3 4 6 8 9
10| ° ) ) 0 1 2 4 6 7 9
'g o o ) o 0 1 3 5 7 9
S
3 4 6 8
o o 0 0 0 o 2
°
(=]
8160 o 0 o 0 0 1 3 5 7
-
4] ° o o 0 0 0 1 2 4 5
0 0 0 0 0 0 1 2 3 4
2
0 o o ° o ° 1 2 3 4
(o]
o o o 0 0 o 1 2 3 4
[¢] 2 4 6 8

Logged co-occurrence frequency

Figure 1: G? as a function of frequency and association (Gries 2022: 11)
« Four possible combinations: (i) high frequency and high association, (ii) high frequency and

low association, (iii) low frequency and high association, and (iv) low frequency and low

association.
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Association and dispersion: Type |

« By analyzing the distinctive collexemes in each type, it seems possible to identify the semantic
constraints that may arise between the two constructions and the extent of their differences.
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Figure 2: Collocates of raising verbs between expletive and subjectless APC by frequency and association
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Association and dispersion: Type Il

« ‘typical’: The highest association-only score for "typical’ is found, and it is contextualized by low
co-occurrence frequency.
« The lexemes in blue are very similar in terms of their distributional behavior with expletive and

subjectless APC.
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Figure 3: Collocates of adjectival predicates between finite and nonfinite subjectless APC by frequency and
association
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Association and dispersion: Type lli

« Although most of the adjectival lexemes have low associations, they exhibit similar
distributional behaviors, forming what can be described as 'alternating pairs.
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Figure 4: Collocates of passive predicates between finite and nonfinite subjectless APC by frequency and
association
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+ As-parenthetical construction (APC) with an unexpressed subject is assumed to have a
sentential gap, and the subject is understood as a non-referential but anticipatory pronoun.

« Although the subjectless APC shares the same syntactic and semantic properties, the
predicates of the clause are restricted depending on the construction type.

- Based on the observation of corpus data, | classified subjectless APCs into three types of
predicates, considering subject ellipsis optionality and finiteness.

+ Using distinctive collexeme analysis, | found that the construction compatibility of each
predicate collexeme may differ based on its contextual distinctiveness.

« Along with constructional preference, each lexeme shows a different association with
dispersion, supporting a precise understanding in argument structure for each construction.
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Biased Questions in Korean:
A Verum Focus Analysis of
Rhetorical and High Negation
Questions

21012

(e}
L-I- Ho|'_l

arkanq@cnu.ac.kr

2024 SHEAHM ZHSIG|'SIE A A 2SS 718 2 sSH=0{3g]
2024.11.09

Two types of biased Qs

High negation questions (HNQs)
(1) A: OK, now that Stephan has come, we are all here. Let’s go!
B: Isn’t Jane coming? = {Jane is coming, Jane is not coming}

Bias: B believed that Jane is coming. - bias p

Verum Focus (VF) Implication: I emphasize the truth of the proposition that John is coming.

Polarity focus questions (PFQs)

(2) A: OK, now that Stephan has come, we are all here. Let's go!
B: Wait, Jane’s coming too.
A: IS Jane coming? = {Jane is coming, Jane is not coming}

Bias: B believed that Jane isn't coming. > bias -p

VF Implication: I emphasize the truth of the proposition that John isnt coming.
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Two types of biased Qs in Korean

High negation questions (HNQs)

(3) A: Z&It teunt o 2 7{of 2!
B: 7t0h 5|z 22| 9kL|? (Long form negation)
Bias: B believed that ¥3| is coming.

VF Implication: I emphasize the truth of the proposition that & 35| is coming.

Polarity focus questions (PFQs) / Rhetorical Questions (RQs)
(4) A: E71 2t2U7t o 2 7{of. Sg~!

B: &7iot, F5|7t gl=dl 2 24 24

C: 5|7t QF 27)L|? (Short form negation)

Bias: C strongly believed that ¥ 35| is coming.

VF Implication: I emphasize the truth of the proposition that &3] is coming. --> ‘¥3|7t 2 Z 'S A=

What is RQ in Korean?

AR (HETO{HAY): 282 A2 =235 LEILL
F

EHE 2+16tA| OtLfstal Zet 3 2e= XS A= 2E=
Ol =0 “d-ote| 2 ot A X A9 ‘R ARSI At = &
ULt = X= LIEHHLY

@ Ast CHol(strong assertion)2 0|3k
@ 40| etz st== g
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Two types of biased Qs in Korean

Polarity focus questions (PFQs) / Rhetorical Questions (RQs)
(5) A: 2471 Lo L7t CF 2 HOf, &t~
B: &7t B3k = 2.

=]
C: g3g|7} 24lL|?

Bias: B strongly believed that &3| isn't coming.

VF Implication: I emphasize the truth of the proposition that &3]
isn't coming. --> ‘@37t o 2 AU S A=

Research Question

« How can we capture the speaker’s bias in questions?

» How is the speaker’s bias represented differently b/w HNQs and
RQs?
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Proposal

* Mainly focusing on the study of RQs, we show follows:

* Providing an analysis of Verum Focus in RQs
* Verum Focus is Focus (Rooth 1994, 1996; Goodhue 2018, 2022)
* Verum Focus is NOT a Verum Operator (contra. Romero&Han 2004, a.o.)

* A speaker bias in HNQs and RQs is derived as a conversational
implicature

Outline

« Core properties of RQs: bias, polarity and question
« Two types of bias Qs in Korean: HNQs vs. RQs

» Previous studies on Verum Focus
* Verum Focus operator
* Verum Focus is Focus
+ 2|5 4(2023)

* Analysis

« Conclusions
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Core properties of RQs

Bias, polarity and question

Previous study: Han (2002)

« A rhetorical question has the illocutionary force of an assertion
of the opposite polarity from what is apparently asked.

(6) a. DID John finish the paper?
b. Speaker’s expectation: John didn't finish the paper.

« When the auxiliary verb is focused, it implicates that the speaker
expects a negative answer (Han 2002).

= RQs have FOCUS!
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Previous study: Han (2002)

« The meaning of reversed polarity in RQs: unmarked negation
operator at post-LF level

(7) a. Did I tell you that writing a dissertation was easy?

did 1 tell you that writing a dissertation was easy

Previous study: Biezma & Rawlins (2017)

(8) a. RhQs don't expect an answer.
b. RhQs have the feel of an assertion.
c. RhQs can optionally be answered.
(9) A context cis a tuple <cs, Q, F> where its elements are characterized as:

a. Lc = <cs, Q> is a local context.
b. Fcis either a local context or ¢. Call ¥c the projected context.

(10) Sufficient condition for rhetoricity
A question Q can be rhetorical in c if #..-¢ is non-inquisitive
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Felicity condition of RQs in Korean

(@ RQs presupposes that the interlocutors mutually believe the answer
already exists within the common ground

(11) A9} BE 47} IHE|S MOJSHA BE 22| QH=CH= 1 QHCh 0| Zobo| THE|7t Yact,
A: 247} 0] THE|Of| @72
B: @7IL)?
(12) Asar B A7} IHE|Z SO[SHER| A0f5Ha2| 22T Tjeth BE THE|O| 2AJ5HER| OF 5H=2| 6|88 BaCY,
oj Zo mE|7} Haict.
A zwr ol THE[of 22X
B: #27IL|?

Felicity condition of RQs in Korean

@ RQs presuppose that the preceding utterance is controversial
from the speaker’s perspective

(11) A2} BE 7t HE|S #40I51M 28 2M45HA| YeChs AS Qth O 20| TE[Vt 2Lt

A: 247t O THE|Of @247|?
B: @ZIL|?

(13) A%t BE E47} IHE|S AHESHA 2E JATICHs AS Ofth O = 20| IiE|7F Sech.
A: E7t O THE[Of 27A|?
B: #2ZIL|?
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The answerability of RQ: fixed to “NO”

(14) A% B 47} TIEIS NOISHA 5 2H4{5F7) QH=CHs 2 QHCh 0|8 220 THe|7} F2C
A: 41 HIBLE O] THE|O| 22472

B: 27IL|?

(A: OFL, O 2242])

-+ No2| E 0B} W: {2C, o 2 = {Op, ~0p}

(15) A2} B 247} IEIS ALSHA 2.5 2AISITHS 2 Otk O] 2o IHE|7} Falct,
A: 227} A O TIHE|of OF @72

B: ot @7IL|?

(A: OLI, @ZIx])

=+ Noo| £ 0Z0f W: {27iC}, o 2ACH = {Op, ~Op}

Korean RQs: Q with a predetermined
negative answer

- S A 2: CholM(assertiveness)Q| !

* RQs = fake choice offering
« It pretends to offer options, but it provides no real choice.

« Why? Casting doubt on the preceding context + reinforcing shared knowledge
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Two types of bias Qs:
HNQs vs. RQs in Korean

What is HNQ?

g4 ol==0 o

0[0

(16) DLt OfA| 2{=oi| 2 gHOf?
HS: A0 ATZME Z4CH 0|, AU,

OfLt: Lt 25 7130 A4 A=4... OI0|R7t L' 2L SHA| 940f?
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What is HNQ?

(17) O|L7t 22| ¢EU?
LF: [ForceP Q [NegP —[ForceP VERUM [NegP [IP O|L}7} ST
{-VERUM(p), =-VERUM(p)} = {VERUM(p), -VERUM(p)}

« Romero & Han’s semantics for VERUM operator (Romero & Han 2004, 627):
(18)  [[VERUM]] = ApAw,.Vw'eEpi(w)[Vw"e Conv(w')[peCG,,]] = FOR-SURE-CG

Felicity condition: RQ vs. HNQ

« Context: the answer does not exist within the common ground
0|Lt: 07 2{ 0| 9 Hof?
8= 7018 #HEME UCH 0. AU
OfLt: L &5 7t 2 A=
a. Ol0|R7} 2T 2CHE gHR| Qto}? (HNQ): without CG
b. #0|0|]7} 2T Y 204 2 3HZIL|? (RQ): within GC
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Felicity condition: RQ vs. HNQ

» Context: No preceding context is controversial

A: AT oLt CF 2 7{0F &8~
B: a. #7t0t, A3|7} @Z| ¢iL? (HNQ): Context insensitive
b. #2718t AS§|7} OF @AIL|? (RQ): Context sensitive

HNQs vs. RQs in Korean
| HNQ | RQ |

Speaker’s bias for p o] o (strong bias)
Negation form Long form negation Short form negation
pin the Common Ground X 0
Controversial context X 0
Answerability Yes or No No
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Previous study on Verum
Focus

Verum focus is verum: Romero&Han(2004)

» Verum Focus: an emphasis on the truth of a proposition (Héhle 1992)

(19) John DID buy an apple.
VF implication: ‘I emphasize the truth of the proposition that John bought an apple.

» Semantics for VERUM operator (Romero & Han 2004, 627):

(18" [[VERUM]] = ApiAw,.Vw'E Epi(w)[Vw"E Conv(w’)[p€CG,,]] = FOR-SURE-CG
= Epistemic conversational operator

= utterances containing VERUM are meta-conversational

+ Following studies: Gutzmann&Castroviejo Mir6(2011), Frana&Rawlins(2019), Gutzmann et al. (2020), a.o.
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Verum focus is focus: Goodhue (2018)

* VF: ‘emphatic polarity focus’ (Polarity Focus: PolF)
(Wilder 2013, Samko 2016, Goodhue 2018)
« Rooth?e| 24 O|2Z 7|8t

+ VFE 0| SUo|A 25t 34 o|2R g ¥

Verum focus is focus: Goodhue (2018)

- ?p= {p, ~p}= Y22 JtE I, ¥ =d APt H FE=2{(salient)
A2 UFE| =0 T2t PolFO| e =, JZA| = = UL

o= s =2 T

Sadness
Image taken from Disney/Pixar

(20) A: Are you happy? %
a. B: I AM happy. "

(B emphasizes the truth of the proposition that B is happy.)
b. B: I'm happy.
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Goodhue (2018)

* Felicity Condition of PolF:
PolFE 2|l pet ti2 &= FHS Al HA| ~p7t LW

(21)  A: John didnt drink yogart.
B: He DID drink yogart.
(B emphasizes the truth of the proposition that B drank yogart.)

« S-S0 Bt ekAtel B0l HE
- Sduel ¥ o0 2Y

$dll8(2023)

« Felicity condition of PolF:
O dAEe 34 52 FH0|| Chiet “=¢2t 2|Z, 12|10 S&4do| HA|

=/ - T

(22) A: Do you sing?
a. B: Yes, I DO.
b. B: Yes, I do.

.+ (22a): BO| w2 Al0fl CHEt Q| A2} =240] A
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$6ll8(2023)

@ PolFe| Mzlf Hiot: pet ~p= 1/d =l bipolar-Q (Krifka 2015, 2021)
(23) A: Is Mary happy? [monopolar]

B: Yes, she is./No, she is not.
(24) A: Is Mary happy or not? [bipolar]

B: Mary IS happy./Mary ISN'T happy.

B": #She is/isn't.

$dll8(2023)

(25) Meaning of Verum Focus
(i) Presupposition: VF presupposes or accommodates bipolar Q

(ii) Assertion: Focus marked on polarity as an answer to bipolar Q
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$6ll8(2023)

O|Z&2| VF B3|

(26) A: After all the studying he did, Tom got an A in Ling106.
B: DID he study for that class?
(Bias: B believed that Tom didn’t study for that class)

© BAHR9| VFet 92 29| V| 2f0f: QUDZ £ 8 Y34 ME| 9220 T2 BRAIT} SatSHoLt SYUBH B} BatsfL
© OS2 VFE MEEHE 34 ME 9|22 22 B} §0j0f BRFHE YA

© SRAPLORE £2E A2

(26) B| OF8 &: "TomO| SEE ALt YR =C|, A7t SFE ULt SHH|. TomO| S2E B AQUVI? 5HA| ¢h2 ARUIp?

$dll8(2023)

- 222007 HR[= oZ2(R2)0] =2l Ots FolA HAZH A=
JEHOIM VF 2| 220] QUD= +~EE|0] Z=K(%lod 2023: (38))

(27) A: (Did Tom study or not?) DID he study?

25A)°| HA| LIES B7} YA| Rot0] =2t
- 1 =2of| et ¥F=d dE 2[FE0| HA|

=
« TomO| ZEE =] 5HA| LU=R|9 (HEQ 20| s =24 92
oT =2 M- S A AN -1 O

<
Ml
10
Mo
Mo
ko rlo

AH A4
oo

Ho

154



Analysis: biased Qs

RQ: PolF-Q with Verum Focus

(24") Meaning of Verum Focus

(M
(it)

A:

Presupposition: VF presupposes or accommodates bipolar Q

Assertion: Focus marked on polarity as an answer to bipolar Q (having emphatic polarity focus)

Ao A EO{ZACH.
0

—_

8
LS

2
jatl

IL|? > RQ = PolF w/ VF

Felicity condition of RQs:
« 29 & 7|Pis s SRE At AMYE 3R (-pin CG: Eae 35 512 g=C)
+ B7}I 3RE ot 5t (o e 3RE YO

Felicity condition of VF: accommodating bipolar Q in the speaker’s epistemic state:

n
- H4E BREH 2P 82 92 AR

2T = O bl

=)
Assertion: PolF w/ VF

W
- HAIEBE YALR +> et B2 U
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Accommodated Nonveridical Equilibrium
(Kang&Yoon 2020)

- SAt9| OtE & 'dee S5 o AAP? OfHIY

« Nka-disjunction as nonveridical equilibrium (inquisitive modal of uncertainty)
» Nkais an indicator of the presence of hon-homogenous modal space
« Nka restricts the modal spaces to nullify the bias
 Nonveridical Equilibrium of MQ:
[[nka MODAL(p)]] will be defined iff:
1) The modal base M(i) is nonveridical;

2) [[nka MODAL(p)]] = 1 iff the ordering source 0O is empty; and
3) 3w’ e M(i)p(w’)

HNQ: Goodhue (2022) based on Krifka
(2013, 2017)

o [[Nthighnes] 1€ = Ap<se>.Aws : the speaker in cis biased for p. p(w)

» ASSERT: commitment operator

 LF has distinct syntactic layers
representing aspects of speech act
structure

didg-n’t
ASSERT

Jane t; eat
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LF of biased Qs

HNQ (containing high Neg) RQ (containing low Neg)
=24 A H= 51 A =
+ AT BRI QUL  HATEBE O HAL?
K ModaP g
~ ASSERT
O._I'high-neg
- ) 2 *'must’
| ASSERT of
4oL BRHCH 4Tt BRI
{ASSERT ¢, - ASSERT 0} {ASSERT ¢, ASSERT-0}

 [[ASSERT]] = ApAwsN W' [WRiw’'— p(W)=1]

RQ in Korean + QU] = ApseAgeseslg= pv g = A —p(w)

« [[not]] = [[nt]] = Ap<ses.Aws.—p(w)

SICti

=
=

O [[E47F SFSICH] = Wws. 2574 5
@IA[E+7t SFSICHI] = Aws.-HE

7t SFotttinw
@ [[A[A[E+7F SFSHCHI] = Aws.VY

w'eDox(W)[-E 7t SESICHin w” ModalP

@ [[ASSERT]](Aws.Vw' € Dox(w)[~ & 47} S E3}Ct in w']) @ o8
® [[QII(ASSERT(Aws.Vw' €Dox(W)[~ B =7 SE3IL}in w'])) = @7 ‘::RT
Ag<s,t>. ASSERT(q=Aws.Vw'EDox(w)[E =7} £ 35ICtin w']) @ ot
v ASSERT(q=AWs.Yw' € Dox(w)[~ & %7} ZESICH in w) = O

{ASSERT(OE 7 3835ICh) v ASSERT(O-E7t 35 5ICh)
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RQ & Scalar implicature

L H4IH R HAL? = {pv-p})

AN
P AL SFRUL, apr BTt SF0RA] AT

[ ]
©

s<PA—P, P, P, PVP >w

[pV-plre +> =P, pr—(pPA—D)

p: M3l HH, —pvp: 2HALS| FX|

Why we use question?

« Why doesn't the speaker simply say “no, I don't think you are right"?

 Observing maxim of quantity

« If the speaker is ignorant, then a positive polar question will be more useful
because it is more informative, so the use of an RQ conveys that the speaker is
not ignorant.

* Flouting maxim of quality
» The speaker violates the maxim of quality because they are not ignorant and form

a question based on the previous information they just heard. The speaker wants
to convey that the preceding content is not true, as implied by the polarity focus.
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Korean and
Coreference approach
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What is definiteness?

« Traditionally, definiteness has been seen as the property of referring to a

unique or familiar object whose grammatical category is known to be present

in languages that employ an overt marking of definiteness (Kang 2015).

- $t4d (definiteness):

* Y50 (unique)st7 Lt =gt (familiar) ZHAIE AlASH= &4
=

ot

r

HydS BAIHLE EASh= AN LIEILE 28 HE

Definiteness in English
* 724 (uniqueness):

(1) The moon is bright.
(2) The students came.

(3) the moon = 1(Ax.moon(x))

(4) the students = max(\x.students(x))
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Definiteness in English

« A=xd/2-3d (familiarity/anaphoricity):
(5) Thereis [a man],. [The man], is tall.

(6) The Extended Novelty-Familiarity Condition (Heim 1982):
For a 6 to be felicitous w.r.t a context C it is required for every NP; in that:
a. if NP; is [- definite], then i ¢ Dom(C); NOVELTY CONDITION
b. if NP; is [+ definite], then
(i) i € Dom(C), and
(i) if NP; is a formula, C entails NP, FAMILIARITY CONDITION

Definiteness in English

- 2| A (bridging) 2tA|
(7) Thereis [a room]. [The ceiling] is blue.
> MAE-M A (product-producer) ZHA|

(8) I read [a novel] today. [The author] was French.
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Definiteness in German

+ Strong D vs. Weak D (Schwarz 2019, 2013)

(9) Hans ging zu dem Haus [German]
Hans went to thegirong house

(10) Hans ging zum Haus
Hans went to.the,eak house

‘Hans went to the house.’

(11) T J: AsAPAy: A IX[P(X) (s,) Nx=y].ix[P(x) (s,) Nx=y]
(12) [e]: AsAP: 3 I[P (x) (s,)].1xP(x) (s,)

Definiteness in German

B2E2-24 (part-whole) 24|

(13) Der Kiihlschrank war so gro3, dass der  Kirbis [German]
The fridge was  so big that the pumpkin
Problem los im/#in dem Gemiisefach

Without a problem  in—the,,e.i/in thegong Crisper

Untergebracht warden konnte.

stowed be could

‘The fridge was so big that the pumpkin could easily be stowed in the crisper.’
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Definiteness in German

M AE-M AL (product-producer) ZHA|

(14) Das  Theaterstick  missfiel dem  Kritiker so sehr,
The  play displeased the critic so much
dass er in seiner Besprechung kein  gutes Haar
that  he in his review no good  hair
#am/an dem Autor lieR.
oN-the,ear/0N theg,ng  author left

‘The play displeased the critic so much that he tore the author to pieces in
review.’

Definiteness in Korean

« 3¢ (uniqueness):

(15) (1) ZO| &L,

(16) M7| oF A7 AULCL (12) FAt= 7171 2Lt
(17) ups 25 ototo| o ot HyS O LHY T «(11) orda
= SiCf
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Definiteness in Korean

« 22-4 (part-whole)

(18) H&LI/F HE AN 2HS (x1) A L7H0| A @S & ULk

« LS - A (product-producer)

(19) L= 25 285 o AU () HA= ZHAQI0|C

Definiteness in Korean

Kang (2021): Strong D vs. Weak D (21)  UnigueDe: =
DP1
(20) a. Bare DP structure D/ \m
DP | tal ‘moon’
N @

[')'"" NP1 1. [ NP1 J& A [moon(x)(s)]

2. [ DP1 ]& 3!x[moon(x)(s")].x[moon(x)(s")]

%] .
Anaphoric DP:

b. KU-marked DP structure DP1: NP(x)(s) &x = g(1)

(72} KU N-Pl KU sonnim ‘guest’
1. [ NP1 J#: Axhs.[guests(x)(s)]
2. [NP2]&AQ,,  hx.[guest(x)(s)) N Q(x)]
3. [ NP3 J3: Ax[guests(x)(s") N x=g(1)]
4. [ DP1 % 3!x[guests(x)(s") N x=g(1)]..x[guest(x)(s")]
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generally marked bipartite marked anaphoric
Unique Def Def yeal: ]
Anaphoric Def Defatrons Defotrong
) ) Mandarin, Akan,
Langauges English German, Lakhota W
u
31 HEA 3EA] 19 #(Jenks 2018)
* Jenks (2018): otd 42 HAO{H o = Ao HIEIA (RYY vs. J=d)

c 2|3 o

A Ole
=2 T AADO

Definiteness in Korean

+ BHR0|= REAL O

« BAIZOl SHE A 8
SH2 A oj0] LA
1998, Ahn

.« HYEF
2023b).

g 2023)

22U 3R0] YL 4

210{0[AF 2/AL 2101

0| EAF $HZ 1} o|0|/31R A Zato

, g

(L™ 2014

2019, Kim 2023a).
$r20l0| $Y4:
ST0{2F 20| A[AIAF 17t S AL

AFSHIEFZ 0| A

[= 2 BLSE Eoy

ol 8

e
o
2t

2d
=

Al ¢tZ (Simpson&Wu 2022, Dayal & Jiang 2023)

g BE Lietg

=220
o TTr—

2oF LA RE

2013, Kim&Moon 2021, Park 2022, Chierchia

OI-
LE:'

=7

oo

Z+A
o
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Definiteness in Chinese

Definiteness via bare nouns

(22) a. Hufei he-wan-le tang.
Hufei drink-finish-LE  soup
‘Hufui finished the soup.” (Cheng & Sybesma 1999:510)
b. Wo kanjianyizhimao.  Mao zai huayuan-li.
| see one-CL cat. Cat at garden-inside
| see a cat. The catis in the garden’ (Dayal 2004:403)

Definiteness in Chinese

Asymmetric definiteness in subject position vs. object position

(23) a. Jiaoshi i zuozhe  yige nansheng yi ge niisheng,

classroom inside sit PROG one CL boy one CL girl
‘There is a boy and a girl sitting in the classroom...’

b. Wo zuotian yudao #(na ge) nansheng.
I yesterday meet  that CL boy
‘I meet the boy yesterday.’

c¢. Wo dai gei #(na ge) nansheng yi ge liwu.
I bring  give that CL boy one CL gift
'm bringing a gift for the boy.” (Jenks 2018:510)
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Definiteness in Chinese

* Jenks (2018)

24) * Unique definites a. [NP1]9 = 3 Ix[student(x)(s")].ix[student(x)(s")]
/NPl\ b. [DP1]9 = 3 !x[student(x)(s") /A ATobj(x) A x = g(1)].
1 N:f’l x[student(x)(s") A ATobj(x) A x = g(1)]
xuesheng

student

b. Anaphoric definites

DP:
Pred—" KDP\
D— CIp
N N
zhe s’ Cl NP
that ge N0

CLF xuesheng
student

Definiteness in Chinese

(25)

a. Jiaoshi li zuo zhe yi ge nansheng yi ge niisheng.
“There is a boy and a girl sitting in the classroom.’

b. *niisheng zuo zai nansheng pangbian.*
“The girl was sitting next to the boy.’

c. *niisheng zhengzai gen nansheng shuohua.*
“The girl was talking to the boy.’
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Definiteness in Chinese

« Dayal & Jiang (2021)

(26) a. Awoman and a man came into the room. The woman sat down.
b. Awoman and a man came into the room. That woman sat down.

(27)

a. [[Dem]]=AsAP: 35 s <" |[Ps’| ) 1. 1x [Ps(x) A x=y]

b. [[theswrons] 1= As AP: [Ps N Ax[x=y]| = 1. 1x [Ps(x) A x =y] (&t AL

C. [[thewew]]=As AP: |Ps| = 1. 1x [Ps(x)] (2Fst SHAA})

Research Question

- oF=0{et S=0{2] ehE -

SEX0! 31 A (definite determiner) (0| Mol w2} (H]) S A 2
H&3t o|n| Zxo| 0f2{R EA
- A5 S ol BaH:
. M2 HO[EE J|HoE St ASY 20 2ty WA

THRI7F OHEl =AM A el aet Y2 = o}

19
fs)
o
fO
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Coreference resolution (& = & Z sl &)

0
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Coreference resolution
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Coreference resolution
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« HIHZ 2(2016): ZQIE| HEQIE 283104 RNN QI ZC|-C| 2O 1Y E =3 U0| 24 E
siiZstil, 0|2 Sall HBAM HZ2 N ZUA 52 ds T2 3

+ Wei Wu et al.(2019), 0|5% 2/(2020):
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Coreference resolution

Baseline[7]

([l D=} (St =P (lgF 9]t Y &34
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g3 ZFoE FuEH, bl sieeksth [ogeP oAk
wgor} (ool FEte] Aopgda el FalATh
[lg]d2P [FAelA &ah= (AP v} shA|T,
[elFe]P 7HRE o [ol]d2) ojv] & o2 #7 ANk

Our_model

([P (ST =lP [(-F AP 4Y Zad

W) 98 SHes e, ANA (1ULf & A
2P [T AP gzl wq aeEt e A Bet ([0 2], (Ol = &K}, (3], [3FXH)
g2 ZZoz Fusm, wie sleleketh [dgeP o
wgor} (ool FEte] Aopgda el FslATh ([0l 2] L], [KHAL)
()Pl [FANAP gah= (AP vhe-g s,
[lolP AYS wf [lDLP o] & Loz 47 AT

B2 43@zZ2 =2 2 (24 2]2023)

172



Coreference resolution

Baseline[7]
(eI’ (Feredcl? (IaF 242 4Y Zsag
us) 98} Hoz geptul, AZA (bl B o
oF [T @eol Wt e} Fsde 2] Bob
92 EEoz Fusw, Wi el (gL oae
myovt [Neioll Fashe] Aopdm siwel walATh
[ALLP [FRAAN Fohe (AP vheg washAT,
[AolP AL o [NALYLP olu] & 402 7] HKCh
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wglort [dEjde)P FEate) Aopda sfwle] walack| (MY ZoIY], [H5HH)
[ALLP (FRAAF Fohe (P vheg wahshaT,
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B2 43@zdZ2 &2 2o (234 2]2023)

173



® O|Z AHO{=HOAf CtE= ot

X0
o

@ LSAUM 2= 2SS =8 HO0|HZ 12310 oh=0f

HZ Z32/(2019)
= 3 3007 0{H (F01 2007 01, 701 1007+ 0&)

* JSON(UTF-8

174



{
"NWRW1800000026.251.3.1",

"id": "NXCR19621083160",
"metadata": {
"title" 2t = X NXCR19062103160",
"creator"
"distributo
"year": "2@:

"NWRW1800000826.251.5.2",

"category":

1,

"sampling":
},NWRW1880000052 . 389
"document": [

"mention":

{

{

"sentence_id": "NWRW1800000026.251.5.3",

"id": "NWRW18©0000826.251",
"metadata": {
"title" 5| 2016 DI A",
“author": ™
"publisher
“date
"topic": "
15
"sentence": [
{
"id": "NWRW18060000026.251.1.1
“form": *
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(1) OpenAl 2| 44 A Z SIL}Ql GPT-4(0-shot)E AtE&%H HY

- Model overview

gpt-4 22 H Context window Max output tokens

gpt-4-0613 8,192 tokens 8,192 tokens

(2) Hlo|H 2] PAPAGO+ =AM H Y 7|5 & A8t Y
https://papago-plus.com/about

tHod At GPT-4
FZO_EXF | ZIO_EXE |
= o HAE I 1512 1512
e 116.0562169 105.5198413
BEZHA} 39.55080525 38.06896981
IS 31 24
25% 87 78
50% 112 101
I I I 75% 138 127
| i 5 | | TST S Z|CH 311 306

150 2
Sentence Lenath (characters)

718 U ot=xof 2 (Y He A £ 311):

HASXRIL A 102 FAS| F2| XA LY B

M XERRICHY SFEASOHA S[ASate] 3t &S S8

1789 <A >TE Ldt BEARXRS 2310 HEHRY A
=

81 Aoz =9 SO gols) YeEHo S0t JMSAA YRIA BYS

AU B MY AMZ AT SINOR MIFOHEE XAl HoE c2f
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[y

o &
o 207
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5 (=g -sfetn KA S3F of2f2B, EXHAXZ YRHA FH H8S Wt 24 2ol |5 Sof AT ATt 2XE
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S He 2Xb o 31):
SIHo| = MEO0| UCH=E A oM a2 Bt coM7HX|EH HE S T = A0 K.
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HEZHX} 39.55080525 36.28892473
x| & 31 23
25% 87 76
50% 112 99
I I I b 75% 138 125
50 100 5 0 -25\’ 300 }-I EH 311 268

150 200
Sentence Length (characters)
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Fofl Felst] 2E= Ads A Q.
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. —
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[ Abstract]

This paper explores two key questions about middle constructions in syntax:
Why are adverbs necessary in middle constructions? And why are voice
mismatches in VP ellipsis not feasible within the context of middles? The
analysis reveals that adverbs are essential in middle constructions due to a
phenomenon akin to the rescuing effect observed in otherwise ungrammatical
that—t sequences. The key lies in the structural projection known as
VoicemiqaeP within the clausal architecture. VoicemaqaeP functions as the crucial
site where adverbials are hosted, effectively ensuring the grammaticality of the
construction. Moreover, Voicemiaqel? offers insights into the issue of voice
mismatches in VP ellipsis involving middle constructions. Typically, VP ellipsis
is tolerated across voice mismatches, such as between active and passive
voices. However, when middles are involved, the process encounters
ungrammaticality. This proposes that the necessity for VoicemjgqeP to host
adverbials in middles disrupts the usual mechanism of VP ellipsis, leading to
the observed ungrammaticality. In essence, the requirement of adverbs in
middle constructions and the ungrammaticality of voice mismatches in VP
ellipsis with middles can both be traced back to the role of Voicemiqae?. This
projection 1is indispensable for providing the structural support needed for
adverbial elements, and its involvement explains the failure of VP ellipsis to
accommodate voice mismatches in middles. By exploring these structural and
functional dynamics, this paper contributes to a deeper understanding of the

intricate nature of middle constructions in syntactic theory.

Keywords: middle construction, adverb effects, voice mismatches, VP ellipsis,

implicit argument, VoicemigqeP
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1. Introduction

This paper focuses on addressing two seemingly unrelated questions.

(1) a. Why do middle constructions require adverbs?
What underlying factors contribute to this necessity?
b. Why are the voice mismatches in VP ellipsis not possible with middle
constructions?
Why do these mismatches result in ungrammaticality compared to the

grammatical examples seen in active and passive pairs?

Regarding (la), it is well known that middle constructions are ungrammatical
without the presence of adverbs or emphatic reflexives as illustrated in the

examples below:

(2) a. #*The book sells.
b. The book sells well/itself.

Why are adverbs or reflexives required in middle constructions? Could this be
a case of the adverb amelioration effect, similar to what occurs in the fthat—t

configuration (Culicover 1993, Newman 2020)?

(3) a. Which car did Terry tell us that *(to everyone's surprise) had won the
prize?
b. Who does Gromit think (that) *(for all intents and purposes) ate the

pineapple?

Regarding the question (1b), voice mismatches between active and passive
constructions are generally permissible. However, this is not the case when
middle voice constructions are involved in VP ellipsis, as shown below:

(4) a. =Politicians bribe quite easily, although when I was a lobbyist I never
did. [M — A] (M for middle; A for Active)

b. #*You should read this book because it does well. [A — M]

This paper argues that adverbs are necessary in middle constructions
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because they have a rescuing effect in otherwise ungrammatical that—t
sequences. Additionally, the projection needed to host adverbials offers insight
into solving the issue of total ungrammaticality in voice mismatches within VP
ellipsis involving middles. Section 2 discusses the properties of middle
construction. Section 3 presents the proposed analysis regarding amelioration
and the issue of voice mismatches in VP ellipsis with middle constructions.

Section 4 concludes the paper.

2. General and Relevant Properties

Before addressing the issue of voice mismatches in VP ellipsis involving
middles, it 1s important to understand the general properties of middle
constructions. The examples below illustrate the typical paradigms of active,

passive, and middle voices:

(5) a. John opened the door. [Active]
The door is opened by John. [Passive]

c. The door opens easily. (= The door seems to open by itself.)
[Middle]

Middle constructions are found in a variety of languages, from classical
languages like Greek and Latin to modern languages like English (see Ackema
and Schoorlemmer 2005 for a review). Fagan (1988, 1992), building on the
work of Keyer and Roeper (1984), provides a comprehensive discussion of the
syntactic and semantic properties that distinguish middle constructions from
other types of constructions.

Firstly, middle constructions are generic statements and do not describe
specific events in time, as shown in (6) (K&R 1984):2)3)

(6) a. ?Yesterday, the mayor bribed easily, according to the newspaper.

b. ?At yesterday's house party, the kitchen wall painted easily.

2) See Section 3 for middles with specific events.
3) Middles differ from other generic propositions, however, in that their surface subjects are not
required to be generic; compare the middle in (ia) with the statement in (ib), which does not have
a generic reading:
(i) a. This book reads easily.
b. This cow eats hay.
This contrast is not discussed in this paper.
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As shown in (7) below, ergatives can describe specific events in time:

(7) a. The boat sank in a matter of minutes.
b. The door closed behind him.

Second, like general stative verbs, middles cannot appear in imperative or

progressive constructions as in (8) and (9) (K&R 1984):

(8) a. *Bribe easily, bureaucrat!
b. *Know the answer, John!

(9) a. *Bureaucrats are bribing easily.
b. *John is knowing the answer.

Third, middles typically require the presence of an adverbial modifier as in

(10), whereas ergatives, for example, do not as in (11):

(10) a. *This book reads.
b. *This pickup handles.
(11) a. The tablet dissolved.

b. The door is closing.
Most of all, this paper has a particular interest in the third property.
3. The Proposed Analysis
3.1. The Adverb Effect
The requirement of adverbs is found not only in middles but also in the that—t
sequence. As i1s well—known, the that—t effect i1s the requirement that thar—t
sequence must not be made; if the complementizer that 1is omitted, the

sentence becomes grammatical.

(12) a. *Who; do you believe [cp that [t; would win the prize]]?
b. Who; do you believe [cp Oc [t; would win the prizel]?

What is of concern in this paper is that the that—t effect is ameliorated if an

adverbial intervenes between that and t (Culicover 1993). The presence of
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adverbs is understood as a rescue of otherwise illicit strings.

(13) a. Which car did Terry tell us that *(to everyone's surprise) had won the
prize?
c. Who does Gromit think (that) *(for all intents and purposes) ate the
pineapple? (Newman 2020)

An interesting point is that a similar but not the same effect is found in
other languages. Yiddish and Dutch show a similar mitigating effect with an
expletive, if not an adverb, between C and T. Note that Yiddish is also subject
to the that—t effect (Branigan 1992).

(14) a. =Ver hot er moyre az vet kumen? (Yiddish)
Who has he fear  that will come
'Who does he fear that will come?"
b. Ver hoter moyre vet kumen?
Who has he fear  will come

'Who does he fear that will come?'

Interestingly, the ungrammaticality of (14a) gets improved if an expletive es is

inserted between az and vet as in (15).

(15) ?Ver hot er moyre az es vet kumen?
Who has he fear that it will come

'Who does he fear that will come?'

Although expletives are not adverbs themselves, it seems significant that the
presence of overt material between C and T helps mitigate otherwise
ungrammatical strings.

Further evidence of adverb amelioration comes from Ell(embedded inversion

interrogative) in Irish English, as noted by Woods (2014) and illustrated below.

(16) a. John was asking me would they move back to Derry.
b. =*John was asking me if would they move back to Derry.
(17) a. John was asking me if, when the house was sold, would they move back
to Derry.
b. #*John was asking me if, when the house was sold, they would move back

192



to Derry.

(16a) shows that in Irish English indirect questions are formed by T to C raising
in the embedded clause. (16b) tells us that the complementizer if is not allowed
in tandem with wouwld since they cannot come together in a single C head. (17a)
shows that EII is possible even with the complementizer 7f when a "substantial"
adverbial comes between if and would (Mcloskey xxxx). In constrast, even if
adverbials intervene, Standard English type word order is ungrammatical in Irish
English as in (17b). Here, we take the contrast between (16b) and (17a) as a
case of adverb amelioration. We will turn to this in section 3.

Let's now address the issue of the obligatory presence of adverbs in middle
constructions. Is it possible to provide a unified explanation for these two

seemingly unrelated phenomena?

(18) a. This book sells *(well).
b. Which car did Terry tell us that *(to everyone's surprise) had won the

prize?

Next sections discuss this question in pursuit of a positive answer.

3.2 The Structure of Middle Constructions

Although adverbs in middle constructions typically describe the manner of an
action, they are essential components (Fagan 1988). Fagan explains that middle
constructions are not used to report specific events but to attribute a specific
property to an object. In particular, middles describe the typical manner in which
something is done to an object.4) What do adverbs play in middles and the that—t
context? Apparently they rescue otherwise ungrammatical strings. This, along

with evidence from Yiddish and IEE leads to the following observation:

4) Not all middles, however, require the presence of an adverbial expression. Look at (i):
(i) a. This dress buttons.
b. This dress won't fasten.

According to Bruéning (2024), the middle construction in (ia) is acceptable even without an adverb,
when used to describe how a particular dress is fastened. A more authentic scene, however, is
depicted in (ib), where the dress cannot be fastened. Although middles generally include some form
of adverbial modification — since their purpose is to describe how an activity can be carried out
with respect to a given object — pragmatic factors, like those discussed here, permit the "how" of
middles to be conveyed without an explicit adverbial element. However, our paper focuses
specifically on obligatory adjuncts in middle constructions, drawing on the data from Newman
(2020).
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(17) An ungrammatical representation is rescued when adverbs are supported

appropriately.

(17) can be more generally understood to mean that an ungrammatical
representation is rescued only when the Spec of VoicemgaeP 1S not empty.

This paper assumes that adverbs are positioned in the Spec of Voicemiael,
based on Bruening's (2024) postulation of Voicemiqqe head in middles.5) Given

(17), the example in (2b) "The book sells well" can be represented as below:

(18) ... [ the booki [w Oi [, vtsell]l [voicemiaaer Well [vp [v teen ti]11116)

We propose a matching analysis in which a null operator moves to the Spec of
vP from the complement position of the verb se//, rather than the subject the
book. This implies that the internal argument of se/l, represented by the book,
does not move directly from its complement position. Some may argue that,
instead of a null operator, the thematic object itself moves directly to the
Spec of vP. However, the case for null operator movement is bolstered by
considerations of scope reconstruction, particularly since it is widely accepted
that null operators do not reconstruct in the same way as overt operators. The

following examples demonstrate that middles show no scope effects:7)

5) Newman (2020) also argues that adverbs in middles are specifiers, although she does not posit
VOiCGmiddleP.
6) One may argue that the Spec-VoicemuaP may not be filled with an adverbial. However, adverbials
can be understood as having argumenthood when they are required as in the following:
(i) (Mother to her kid) Behave carefully!
Carefully in the above examples has been called as argument adverbials (or argument adjuncts
(Grimshaw 1992)). An argument adverbial is a type of adverbial phrase that is essential to the core
meaning or structure of a sentence. Unlike adjunct adverbials, which provide additional, often
optional, information, argument adverbials are necessary for completing the meaning of the verb or
the sentence. ChatGPT renders more such examples (2024/8/5).
(i) a. He arrived yesterday.
b. Put the book on the shelf.
c. She spoke softly.
d. She left because she was tired.
In each case, the adverbial is integral to the meaning of the sentence. Removing it would leave the
sentence incomplete or nonsensical. For instance, "He arrived" without "yesterday" leaves the
listener wondering about the timing, making the sentence feel incomplete.

Whether the Spec—VoicemaacP is an A or A’ position is to be contextually defined. Miyagawa
(2021) makes a similar discussion about the nature of Spec-NP in Spanish. In a sense, the Spec
positions is underspecified about its A or A’ nature but is supposed to be determined contextually
during derivation. This is a matter for further elaboration, though.

7) Bruening (2024) argues that assigning an index to the null operator’s position allows the overt
subject generated in Spec-VoicemueP to be semantically interpreted as the verb’s internal
argument. However, our proposal suggests that by placing a null operator in the verb’s internal
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(19) a. Many arrows didn't hit the target. (ambiguous)
b. Many targets didn't hit easily. (unambiguous)

The ambiguity in (19a) arises from the scope of many arrows with respect to
negation. It can mean either "There are many arrows that didn't hit the target"
or "It is not the case that many arrows hit the target."In (19b), "Many targets
didn't hit easily," the sentence structure is different from (19a). Here, the
subject many targets suggests a middle construction;—whteh—typically does not
show scope ambiguity like (19a). Instead, the difficulty of interpretation might
arise from the unusual agentivity attributed to targets hitting something, which
is nonsensical or at least uncommon. This suggests that the thematic object in
(19b) does not reconstruct below negation, reinforcing the idea that middle
sentences do not exhibit scope ambiguity.

A crucial assumption is that adjuncts can be specifiers. It is also argued to
hold in Newman (2020) and is in line with a textbook—ish analysis of

adverbials as specifiers in APs and PPs.

(20) a. [ap quite [a [a nicell]
b. [pp right [p [p in] [np the housel]]

Extending the generalization further, this paper assumes that potential fillers of
Spec—VoicemiqaeP? would include not only agents, adverbs, emphatic reflexives,
but also negation, modals, etc. Further elaboration with respect to negation and

modal ability will be also discussed in the next section.

3.3. Explaining the Amelioration

Why does the presence of overt materials matter for amelioration? Both
effects may well be given a unified analysis to. This papers adopts a version
of Anti—locality Condition (in the spirit of Grohmann 2013, Erlewine 2016,
Newman 2020). To be specific, this paper takes advantage of Newman’'s notion
of Anti—locality. Newman argues that this effect arises when these movement
steps violates the Anti—locality, adopting Erlewine’s (2016) Spec—to—Spec

Anti—locality. Erlewine argues that A—movement of a phrase in the Specifier

argument position and moving it to Spec—1P, where it matches with the middle construction’s
subject, the overt subject is also semantically interpreted as the verb’s internal argument.
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of YP must cross a maximal projection other than YP. Newman modifies

Erlewine a little as below:

(21) Anti—locality (revised): A moving constituent a must cross a constituent

distinct from the closest X° that ¢c—commands it.8)

Under this background, the adverb amelioration effect in the that—t
configuration and in EII can be explained in the same way in terms of
Anti—locality. Regarding the that—t, if an adverbial is assumed in the Spec of
Mod(ifier )P between TP and CP (Rizzi 2015), then movement from Spec—TP
to Spec—CP obeys locality because it crosses over another Spec.

Regarding EII, look at the data, reproduced below:

(22) a. John was asking me would they move back to Derry.
b. #*John was asking me if would they move back to Derry.
(23) a. John was asking me if, when the house was sold, would they move back
to Derry.
b. =*John was asking me if, when the house was sold, they would move back

to Derry.

Under the assumption that SA hosts if which moves up to Force in Irish
English, if an adverbial is located between Force and SA head (23a) is
explained because if moves from SA to Force crossing ModP in satisfaction of
Anti—locality as shown in (24a) below. (22b) turns out to be bad since a
single C head cannot host two heads, /f and would (23b) is in violation of
Anti—locality because the movement of if from C to SA is illicit as shown in
(24b) below.

(24) a. ... [porcer if [moap adverb [sa tir [cp would ...

b.  *... [rorcer 1If [moap adverb [sa t'i [cp tir [Tp he would ...

Our analysis of the amelioration in middles applies this idea to a variety of
materials: the projection that host middles are located between VP and the
projection above it, vP. The relevant part of (2b) would have the following

representation:

8) Crossing is defined as follows: Movement from a position a to a position B crosses a constituent y
iff y asymmetrically c-commands a but not B (Erlewine 2016).
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(25) ... [w the booki [w O; [, v+selll [voicemiaaier Well [ve [v' teen ti]9

The thematic object the book gets a 6—role via predication relation with the
lower vP in the sense of Browning (1988). The thematic object is assumed to
be base—generated in Spec—vP and the null operator moves from Spec—V to
Spec—v over Spec—VoicemaaeP, in satisfaction of the Anti—locality (Newman
2020). Taking advantage of relevant works on middles by Newman (2020),
this paper argues that if there is no VoicemiqeP, the movement would violate
the Anti—locality, which explains the adverb effect in middles.

In this paper, implied arguments in middles are also assumed to be in the
Spec—VoicemiqaieP. However, since they are not actually present, with no
chance to overtly show up, they do not compete with other potential fillers
(like adverbs or emphatic reflexives) for the Spec position. Bruéning (2024)
says that although Voicemaqe Introduces an agent argument, but it does not
project implied arguments in the syntax. He resorts to semantics for the
implied agents in middles. Bruéning (2024) proposes that the object of the
verb is an implicit definite that is bound by the surface subject.10) According
to him, the implied argument is assumed to be a semantic index as part of
the Voicemiqae head.1l)

(26) ¥ from Br

Bruéning (2024) provides some arguments that there is no movement
involved. To take one such argument, he argues that middles do not allow

parasitic gaps.12)13)

9) A reviewer raises a worry about undergenerating regular passives. This paper argues that the
derivation of passives differs from (21) in that VoicepssiveP is not overtly filled. This does not lead
to the violation of Anti-locality.

10) Modals and negation need the aid from semantics. This paper adopts Bruéning's idea that the
specifiers of modals and negation are semantic indices which are bound by operators, which are
GEN and NEG for each. These indices play the same role as adverbs with respect to Anti-locality.

11) Collins (2024) argues that implicit arguments are syntactically projected and real by perspectives
from distribution of reflexives, reciprocals, pronouns, Helke expressions, and secondary predicates in
the short passive in English. He compares his position with Bruéning (2013), who claims that they
are not syntactactically projected. Collins (2024), however, will have difficulty in dealing with
voice-mismatched VP ellipsis in Section 4 of this paper.

12) For a parasitic gap to be licensed, it needs an A'-operator. This paper assumes the following
representation for (23) in line with (22).

(i) This wall [Opg paints _pg beautifully] [Org without PRO having ... to _rg].
A A
13) Readers are referred to Collins (2024). He argues that implied arguments are syntactically

10
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(27) a. =*This wall paints beautifully [without having to apply a second coat
to e].
b. *Chickens kill pretty easily, [even without waiting for your helper to

tranquilize e first].

According to him, the examples in (27) are bad since there is no A'—trace to
license the parasitic gap. However, judgments about middles with parasitic gaps
vary from speaker to speaker. For example, Massam (1992) argues that the

following examples are acceptable.

(28) a. ?This wall paints beautifully [without double—coating e].
b. ?Chickens kill pretty easily, [even without tranquilizing e first], but

elephants sure don't.

In addition, many more good examples are found in the following examples
(ChatGPT, 2024/5/31)

(29) a. This book reads easily without understanding _ .

b. These instructions follow clearly without having to explain __

c. Such problems solve themselves without needing __ to be addressed
directly.
d. This task completes easily without __ actually doing _ .

e. These problems fix themselves without someone needing __ to

intervene.
To recap, this paper assumes that there is an operator movement 1is
involved in the derivation, contrary to Bruéning's claim that no movement is

involved in middle formation,

+ olFo] Ju= HFZH FTAHA= FOlAU7F? (island sensitivity, connectivity

(Case, binding), reconstruction)

4, Implied Arguments and Voice Mismatch

Let us turn to the issuce of voice mismatch. It has been argued in this paper

projected contra Bruéning.

11
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that what matters is whether an overt phrase occupies the Spec—Voicemidqel-
The covert presence of implied agents in Spec—VoicemiqaeP? does not license
voice mismatch in VP ellipsis with middles. The presence of overt phrases is
crucial in licensing many respects of the grammar. Stockwell (2024) contends
that null elements cannot accommodate his set—theoretic notion of proper
alternative—hood. This paper argues that the null elements in the
Spec—Voicemiqae? 1s why voice mismatch is not allowed in middles under VP
ellipsis.

VMM is known to be tolerated in VP ellipsis if between active and
passive. Merchant (2001, 2013) reports the following examples to argue that
VP ellipsis is possible even with active—passive voice mismatch:14)

(30) a. You should bribe politicians whenever it becomes apparent that they
can be. [A — P]
b. Politicians can easily be bribed, although when I was a lobbyist I
never did. [P — Al

In contrast, middles do not license VP ellipsis in standard actives, or vice

versa (Bruéning 2022, Ackema & Schoorlemmer 2006):

(31) [M — A]
a. This book reads easily, *but I can't.

b. This egg peels easily, *but I can’t.

(32) [M — A]
a. *Politicians bribe quite easily, although when I was a lobbyist I never
did.
b. *This car handles so well that you can with one hand.
(33) [A — M]

a. * You should read this book because it does well.

b. * You should start selling pet rocks because they do like hot cakes.

Middles and passives also do not license ellipsis of each other:15)

14) There is an asymmetry of mismatch reported between passive to active and active to passive
(Stockwell 2024).
(i) a. petwer The report was first read by the judge, and then the lawyer did too. [P — A]
b. worse The judge read the report first, and then the confession was. [A — P]
This asymmetry is not discussed in this paper.
15) Bruéning’s (2024) argues that this has much to do with the nature of Voice head. He says that if
the Voice head must be included in VP ellipsis and must match the antecedent, then unaccusatives,

12
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(34) [M — P]
a. *Politicians bribe quite easily, and that politician definitely was.
b. *This car handles so well that it can be with one hand.

(35) [P — M]
a. *This book should be read because it does well.

b. *Pet rocks should be sold because they do like hot cakes.

The clue comes from the fact that the actual presence of implied agent is
needed. The question is why? Why don't middles, if they have a Voice head
like actives and passives (Merchant 2001, 2013), make good voice mismatches
in VP ellipsis? We argue that the general unacceptability of voice mismatch in
VP ellipsis with middles are due to the absence of overt arguments (implied
agents) in the antecedent clause. The Spec—VoicemqaeP is reserved for implied
agents in middles, and when it stays empty, the problem arises. Even if agents
exist in middles, they are always covertly present. This is crucial in licensing
voice—mismatched VP ellipsis. This paper argues that the general
unacceptability of voice mismatch in VP ellipsis with middles are due to the
absence of agent or the presence of implied agent in the antecedent clause. A
theoretical prediction is that if implied agents or their position holders are
overtly manifested, the grammaticality will improve. This seems to be true.
We have discussed two such cases: the adverb effect in the that—t effect and
the requirement of adverbs middle constructions. To repeat, the proposed

analysis offers a reasonble solution to the question why middles do not

which have Voiceun, should not successfully participate in VP ellipsis with either a transitive active
or a passive (both of which have Voicetr). He provides the following examples in support of his
prediction:

: The stones have to roll down the hill. B: They have been *(rolled down the hill) already.
Charley tried to curve his next pitch across the inside corner.
© *And did it?

b. A: The next pitch needs to be curved across the inside corner, but I don't think it will

#(curve across there).
c. A: The next pitch needs to curve across the inside corner.
B: = will.

Bruéning (2024) argues further that his analysis also predicts that middles can license ellipsis of
other middles:
(iv) a. A: Politicians bribe easily. B: No they don’t!

b. The car handled very well, as I expected it to.

c.
(i) a.

(i) a. A: Boil that water! B: It is *(boiling)!
b. A: Is the water being boiled? B: It is *(boiling).
c. A: Has the water boiled? B: I did *(boil it) already.
(i) a. A: Hurry and roll these stones down the hill! B: They already are *(rolling down the hill).
b. A: These stones need to be rolled down the hill. B: *They did by themselves.
A
A:
B

13
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tolerate voice mismatch in VP ellipsis. The answer is that there is no overt
agent argument in the Spec—Voicemiddle-
To understand Stockwell's (2014) semantics—based analysis of VP ellipsis,

which this paper adopts, let us consider the following contrast:

(36) a. ?This information should have been released, but Gorbachev didn't.
b. *This information was released, but Gorbachev didn't.

(37) a. ?A taxi driver needed to be called, but Sally didn’t.
b. *A taxi driver was called, but Sally didn’t.

(38) a. ?It should be noted, as Dennett does, that--
b. *It will be noted, as Dennett does, that--

The contrast in the above examples are unexpected from Merchant’s
perspective since voice mismatch is tolerated in VP ellipsis in general if their
syntactic configuration is basically the same. Where does the difference come
from then? Stockwell (2024) argues that they are under control if their
semantics are carefully considered. According to him, who assumes that voice
mismach in VP ellipsis is fundamentally grammatical, the contrast in (36) can
be explained under the focus semantics—based identity requirement. To be

specific, he proposes the following licensing condition for ellipsis.

(39) Ellipsis as proper alternative—hood
Ellipsis must be contained in a phrase E that has an antecedent A such
that:
i. LAJ € F(E) - A is an alternative to E; and
ii. AT = [EI - A and E contrast.

(39i) requires that A be a ‘proper’ alternative to E, which means that A and E
must be similar enough to satisfy alternative—hood. (39ii) requires that they
differ in at least one dimension to be contrastive enough. An exemplary

ellipsis is shown below:16)

16) More examples are given below:
- With contrasting polarity
(i) [a It's raining ] and [g it isn’t raining ].
E = It isn'tF raining [EJ = not-rain’ F(E) = { rain’, not-rain’ }
A = It is raining [LAT = rain
LAl € F(E) and [Al # [EI
-By contrasting intensionality
(i) Sue expected Johnl to win, and hel did win. ¢ = win
A = Sue expected John to win [AT = Aw. expectw QAw’. win'w ())(s)

14
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(40) By contrasting individuals:
[» John left ] before [ Bill did teave ].
E = Billp left [TEI = leave’ (b) F(E) = {leave’ (x) | x € D}
A = John left TAT = leave’ (j) A1 & F(E) and TAT # [E]I

(40) is grammatical since the antecedent clause and the elided clause satisfy the
proper alternative—hood condition and they are contrastive enlugh by contrasting
indivuduals. Importantly, it is possible for alternative—hood to be satisfied indirectly
based on an accommodated antecedent that can be inferred from what was said. Look

at the following example:

(41) First John told Mary, I was bad—mouthing hers,

and then Sue; heard I was bad—mouthingher;.

a. VP A and E: [ [bad—mouthing her; ] 1 & F([bad—mouthing her;])

b. Clausal A and E: [ [John told Mary Ax. I was bad—mouthing x] I
Z F([Suer N\x. heard I was bad—mouthing x])

c. Accommodation: [ [John told Mary Ax. I was bad—mouthing x] I
= [ [Mary Ax. heard I was bad—mouthing x] I
[A] € F(E) and [ AT = [E]

Stockwell (2024) explains (41) step by step. First, when we evaluate the anaphoric
expressions “A” and “E” (which refer to different instances of “her”) at the VP (verb
phrase) level, alternative—hood fails because they don’'t share a common reference.
Second, evaluating “A” and “E” at the clause level resolves this issue through binding.
However, alternative—hood still fails due to the difference between “hear” and “tell.”
Nevertheless, we can infer that if someone was told something, they also heard it.
Finally, based on this inference, we accommodate the antecedent that Mary heard
someone bad—mouthing her. With this accommodated antecedent, proper
alternative—hood is satisfied, allowing for ellipsis.

The thing is that although the alternativehood condition is satisfied, if the
contrast requirement 1is not, VP ellipsis is not tolerated. This is directly
related to the absence of explicit agents. According to Stockwell (2024) and

Overfelt (to appear), implicit arguments are no rescue to the otherwise

E = VERUMF John win [LET = Aw. for-sure’'w Qw’. win'w’ ()
F(E) = {it is for sure true that John won, it is possible that John won, ...,
Mary wanted that John won, Sue expected that John won, ... }

[ATl € F(E) and LAl # [EI

15
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licensed VP ellipsis. This is because implicit arguments do not count for
contrast in VP ellipsis. The failure of contrast in VP ellipsis is responsible for

the grammaticality difference below:

(42) a. =This information was released, but Gorbachev didn't.

b. ?This information was corroborated by Dmitry before Gorbachev did.

With the contrasting individual in the antecedent, Dmitry, focus on Gorbachev
turns out to be good enough in (42b). Dmitry contrasts with Gorbachev. The
following examples provide further confirmation that the agency difference can

be supported by contrasting humans.

(43) a. ?This information was released by Dmitry, so GORBACHEV didn't.
b. ?This information should have been released by Dmitry, but GORBACHEV
actually did.

Proper alternativehood is thus satisfied and therefore the avove contrast is
reasonably understandable.

Independantly, Overfelt (to appear) finds the following list to show that
implicit existential objects do not play a role to support sprouting from VP

ellipsis:

(44) a. Pam will read the article, but I forget what Sue will read—t
b. Pam will read something, but I forget what Sue will read—+t
c. *Pam will read, but I forget what Sue will readt

There are some evidence discussed in Bruéning (2024) that middles do not
have workable implied agents: secondary predication and control, for example.
First, regarding secondary predication, implied arguments cannot form a

predication relation with (depictive) secondary predicates.
(45) a. *This shirt won’t button up drunk.
b. *Klingon poetry translates best drunk.

c. *The butter spread easily naked.

This demonstrates that there is no implied arguments in middles.1?) Second,

17) This is in contrast with the passives given in (i). This is understood if unexpressed logical subjects

16
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regarding control, middles are not grammatical in control contexts:

(46) a. One; can easily promise children [PRO; to do things with them
“later”].
b. #Children easily promise [PRO to do things with them “later”].
c. *Children easily promise [that Santa will come this year].
(47) a. It was arranged [PRO to welcome the guests in the garden].

b. #*It won't arrange easily [PRO to welcome the guests in the garden].

[t—passives of object control verbs allow control by the implicit argument of a
passive construction. However, as shown in (44b), the corresponding middle
construction is deemed unacceptable. To put differently, the logical external
argument of a middle construction is absent syntactically. He hypothesizes that
the implicit agent is nothing but a semantic index that is interpreted as generic
one by an assignment function. As a result, it cannot be modified by a
depictive secondary predicate or participate in control.

The syntactic absence of implied agents is also indirectly demonstrated by

the following examples (Newman 2020):

(48) a. This landscape photographs easily.
b. *This landscape photographs angrily. (cf. This landscape is
photographed angrily (by tourists).)
c. This shirt irons quickly.
*This shirt irons proudly. (cf. This shirt is ironed proudly (by my
tailor).)

(48b) and (48d) show that agent—related adverbs cannot be used in middles
as an amliorating addition.
Cho (1993) also discusses that an agent is present only covertly in

middles through the 'all by itself' or 'without aid' test.

(49) *The book reads easily all by itself.

are overtly present (requoted from Bruéning 2024):

(i) a. Not to mention continuing the delusion that Finnegans Wake was written to be read drunk,
and other such nonsense.

b. The sport of Rugby is almost identical to an ancient Greek ball game, which was played naked,
for an audience composed entirely of elderly aristocrats.

17
204



18

As Keyser and Roeper (1984: 405) observe in their discussion of English
middles, the concept of "without aid" or "on its own" aligns only with the
absence of an agent. Therefore, middles cannot convey this concept, since
"without aid" contradicts the implicit agent that middles entail. In middles, the
implicit agent argument can never be explicitly stated. For instance, the middle
construction in (50a) becomes unacceptable if an agent is introduced through a
"by—phrase." Conversely, the passive clause in (50b) allows the agent

theta—role to either remain unstated or be expressed using a "by—phrase."

(50) a. =The book reads easily by many students.
b. The book was read (by many students).

Incorporating this observation, we revise (17) to the following

generalization:

(51) VP ellipsis under voice mismatch requires the Spec—VoicemacP to be

filled with an overt argument.l®)

To recap so far, the general unacceptability of voice mismatch in VP
ellipsis with middles are due to the absence of agent or the implied agent in

the antecedent clause.

4. Conclusion

This paper has discussed two questions concerning middle constructions in
syntax: Why are adverbs necessary in middle constructions? And why are
voice mismatches in VP ellipsis not feasible within the context of middles?
The analysis reveals that adverbs are essential in middle constructions due to

a phenomenon akin to the rescuing effect observed in otherwise ungrammatical

18) Above all, implied arguments cannot make VP ellipsis possible. Since middles do not have implied
agents overtly in the Spec—VoicemaaeP. Therefore, they cannot have voice-mismatched VP ellipsis.
The object does not move to the surface subject position. To see this, consider the observation that
middles are not formed with intensional verbs in general.

() Yetis don't exist, -

a. #- but a yeti blamed well for the crime after I faked tracks in the snow.

b. - but a yeti was blamed for the crime after I faked tracks in the snow.
According to Bruéning (2024), in contrast to the passive (ib), in which the surface subject started as
the underlying object, the middle (ia) is infelicitous, which is understood as lack of reconstruction
since there has been no movement of the underlying object. The surface subject does not
reconstruct into VP-internal position,

18
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"that—t" sequences. The key lies in the structural projection known as
VoicemiaaeP within the clausal architecture. VoicepiqaieP functions as the crucial
site where adverbials are hosted, effectively ensuring the grammaticality of the
construction. Moreover, VoicemdacP offers insights into the issue of voice
mismatch in VP ellipsis involving middle constructions. Typically, VP ellipsis is
tolerated across voice mismatches, such as between active and passive voices.
However, when middles are involved, the process encounters ungrammaticality.
This paper proposes that the necessity for Voicemqae!P to host adverbials in
middles disrupts the usual mechanism of VP ellipsis, leading to the observed
ungrammaticality. In essence, the requirement of adverbs in middle
constructions and the ungrammaticality of voice mismatches in VP ellipsis with
middles can both be traced back to the role of VoicemqaeP. This projection is
indispensable for providing the structural support needed for adverbial
elements, and its involvement explains the failure of VP ellipsis to
accommodate voice mismatches in middles. By exploring these structural and
functional dynamics, this paper contributes to a deeper understanding of the

intricate nature of middle constructions in syntactic theory.
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DAL H2 #2949 28 U7t SAEUl/E712 (1 hear)2 olsiigth. A "-tfo]?/-tpHA? A
2 WzdolHAE, 2do] 2dd ot w8z SAF %9t A4S W Zles Bl

29) w &=t olol= 19 (8c)oltt. ofuf tfxA mW2toA 58H % sttt

(i)

rlr

Aol HAt (V)

_‘]3_
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2

Introduction

Background

2.1 Syntactic approach vs. pragmatic approach

2.2 Nominal honorification vs. verbal honorification
Experiment

3.1 Design and materials

3.2 Participants, procedure, and data analysis

3.3 Results and discussion

4 General discussion

5 Conclusion

Introduction

(1) a. honorific words: nouns (2] vs. F), verbs (A &S A|t} vs. o} 1}

b. honorific morphemes: A|, =2, &, 74, 7

(2) no @-feature agreement such as person and gender

(3) subject honorification € @-agreement

<Issue 1>
(4) Yoon (2005), Choi (2010: fn. 2), Kim (2012, 2017), Kim and Chung (2015), and Choi and

Harley (2019): a difference of acceptability between (5a) and (5b). They claim that the

honorific nominative marker kkeyse requires the honorific verbal si.

(5) a HAAEAA LA

b. (A A B DA gkt (based on Choi 2010: 59-60)

(6) Lee and Ramsey (2000: 242) report that kkeyse does not necessarily require the honorific

verbal si and only serves to deliver the speaker’s extreme level of courtesy towards the

referent associated with a subject.
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<Issue 2>

(7) Im (1985) and Yoon (1990) report that (9b) is unacceptable, especially from a prescriptive
point of view.

(8) Choe (2004) and Choi (2010) report that (9b) is acceptable.

9) a AAAI] 24
b. (A AHo] gk (Choe 2004: 546)

(10) In this light, we investigate the role of productive morphemes like si (as an honorific
verbal morpheme), nim (as an honorific nominal morpheme), and kkeyse (as an honorific
nominative marker) with respect to Korean subject honorification, via the methods of

experimental syntax.
2 Background
2.1 Syntactic approach vs. pragmatic approach

(11) Korean subject honorification is largely determined by two factors.
a. syntactic agreement approach

b. pragmatic agreement approach

(12) Chomsky (1995): Ura (2000) and Choi (2010) argue that honorification is an instance of
feature checking between Agr(eement) and subject.

(13) Chomsky (2000, 2001): Honorification is explained via AGREE (Boeckx and Niinuma
2004; Boeckx 2006; Kishimoto 2012; Miyagawa 2012; Kim 2012, 2017; Kim et al. 2023).

(14) Korean subject honorification is context-sensitive, serving as a polite mechanism that
allows speakers to perform social roles, express respect, and seek favorable judgment
from their interlocutors (see Pollard and Sag 1994; Arka 2005; Ide 2005; Kim and Sells
2007; Brown 2013; Sohn 2015; Lee et al. 2017; Song et al. 2019; Kwon and Lee 2024;
Kwon and Sturt 2024, among others).

(15) A violation of syntactic agreement suffers irreversible unacceptability, but that of
pragmatic agreement can be reversible once there arises a discourse motivation to cancel
it (Arka 2005; Sorace and Keller 2005).

(16) Sorace and Keller divide linguistic constraints in human language roughly into hard and
soft constraints. Since hard constraints are syntactic in nature, they, if violated, produce

serious unacceptability unlike soft constraints.
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2.2 Nominal honorification vs. verbal honorification

(17) Song et al. (2019) conduct acceptability judgment experiments on the acceptability of
honorific mismatches in Korean honorification.
(18) a. The [NorV | Incongruent] condition (i.e., Y-N mismatches involving an honorific
referent and a non-honorific verb) is relatively acceptable as in (19a).
b. The [HonV | Incongruent] condition (i.e., N-Y mismatches involving a non-honorific
referent and an honorific verb) is relatively unacceptable as in (19b).
c. The presence of the honorific nominative marker kkeyse does not significantly affect
acceptability judgments as in (19c).
(19) a. [NorV | Incongruent] = [Y-N mismatches]
oy g o] AgolA Eoltt.
b. [HonV | Incongruent] = [N-Y mismatches]
P mE7E Aol A Byt
c. [NorV | Incongruent] = [YY-N mismatches]
AW A ALl A ol

(20) Following Choe (2004) and Choi (2010), Song et al. (2019) argue that there is no syntactic
agreement in Korean honorification: (19a) is far more acceptable than (19b).

(21) Song et al. claim that (19b) is an instance of anomaly in which a semantic restriction is
disobeyed. That is, the acceptability judgments are lexically determined depending on
which word is used as the subject referent (e.g., kkoma “child’ vs. eme-nim ‘mother-Hon’).

<Problem 1>

(22) A question can arise, however, how Song et al.’s (2019) semantic account handles cases
where the object is an honorific referent but the subject is not:

(23) *#upr} AAES Folsk4ith.  (cf. defective intervention, (102))

(24) Song et al. claim that the verb semantically selects its external argument, the subject.
Following the same logic, it seems reasonable to assume that the verb also semantically
selects its internal argument, the object. If so, in (23), the honorific verbal marker si should
be able to select the honorific object semantically.

(25) The fact that verbal si agrees only with the structurally higher subject rather than the object
suggests that honorification is sensitive to structure.

<Problem 2>

(26) Song et al. note that semantic restriction (i.e., soft constraint) is more violable than
syntactic restriction (i.e., hard constraint). — super-additivity in (19b)?
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(27) [Hon] is a binary feature as [+Hon] (Choi 2010).

<Proposal>

(28) We suggest that if honorification is syntactic, the relevant feature should be privative,
without being marked with [£] values.

(29) a. Honorification has a privative property.
b. Nominal honorification differs from verbal honorification.

(30) Kim at al. (2023) propose that there exists an unspecified honorific feature [Hon] within
the minimalist program.

(31) Furthermore, (29b) is interpreted to indicate that the honorific verbal si bears an
uninterpretable [uHon] feature, while the honorific nominal bears an interpretable [{Hon]

feature.

3 Experiment

Hypothesis
(32) a. When a predicate is incongruous with a nominal referent in terms of honorability,
acceptability will drop.
b. Subject honorific agreement is triggered only when the honorific verbal morpheme si
appears, and the morphological markedness of si will result in decreasing acceptability.
c. Honorific agreement failure involving si will result in much lower acceptability such
that the amount of degradation will exceed the sum of the effect of the subject-verb

honorific incongruence and that of the markedness of si—a super-additive degradation.

3.1 Design and materials

(33) 2 x 3 design: CONGRUENCE x SUBJECT
(34) a. [NorS-Nom | Congruent]
A o e s F I s
b. [HonS-Nom | Congruent]
ojrido] Aol A Bolu 4t}
c. [HonS-Hon.Nom | Congruent]
oM A A A& A oAt
d. [NorS-Nom | Incongruent]
A 74 SR s R R e A o
e. [HonS-Nom | Incongruent]

olr ol Aol A o]ttt
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f.

(35) a.

b.

[HonS-Hon.Nom | Incongruent]
olw AN AolA Eojtt
6 lists using a Latin square design

96 items = 24 sets of experimental items + 72 filler items

3.2 Participants, procedure, and data analysis

(36) a.

on

(37)

o o 60 o & H o0 o o

(38) a.

210 self-reported native Korean speakers (age mean (SD): 34.54 (13.21))

. undergraduate students at a university in South Korea

. course credits for their online participation

. 15 minutes

. 6 outliers

. only the responses from 204 participants (34 for each of the 6 lists)
. web-based experiment platform PCIbex (Zehr and Schwarz 2018)
. 1-7 Likert scale (1 = completely unnatural; 7 = fully natural)

. pseudo-randomized order

. 20 filler (10 good + 10 bad) items as the “gold standard” items

. excluded any participants whose sum-of-the-squared-differences value was

greater than two standard deviations away from the mean
z-scores in order to eliminate certain kinds of scale biases between participants
(Schiitze and Sprouse 2013)

. linear mixed-effects regression (LMER) models estimated with the /me4 package

(Bates et al. 2015) in the R software environment (R Core Team 2020)

3.3 Results and discussion

(39) Figure 1: Mean acceptability of experimental conditions (error bars = standard errors)

Mean acceptability

0.0+
——  NorS-Nom
= HonS-Nom
-0.54 HonS—Hon.Nom

o
(&)

1
—+®

d

T T
Congruent Incongruent
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(40) a. three 2 x 2 analyses
b. linear mixed-effects model, treatment-coded data

(41) first 2 x 2 analysis (ab-de): ZZv}7F/o o], B o Wt }/E o yp5d o
(42) Table 1. Fixed effects summary for the [NorS-Nom vs. HonS-Nom] conditions.

Estimate SE t p
(Intercept) 0.893 0.046  19.599 ***
CONGRUENCE —1.536 0.067 —23.031 ***
SUBJECT [NorS-Nom vs. HonS-Nom] —0.166 0.064 —2.583 *
CONGRUENCE:SUBJECT 1.297 0.091 14300 ***

*p < 0.05, **p < 0.01, ***p < 0.001

(43) Post-hoc tests: The markedness of nim did not incur a severe penalty in congruent
conditions: [NorS-Nom | Incongruent] vs. [HonS-Nom [Incongruent] (f = —1.131, SE =
0.064, t =—17.640, p <0.001) and [NorS-Nom | Congruent] vs. [HonS-Nom | Congruent]
(£ =0.166, SE =0.064, t = 2.583, p = 0.059).

(44) second 2 x 2 analysis (ac-df): ZLv}7Fol W @A A, Elof o/l oyt
(45) Table 2. Fixed effects summary for the [NorS-Nom vs. HonS-Hon.Nom] conditions.

Estimate SE t )2
(Intercept) 0.893 0.045 19.889  **x*
CONGRUENCE —1.536 0.067 —23.004  ***
SUBJECT [NorS-Nom vs. HonS-Hon.Nom]  —0.091 0.064 —1.435 0.155
CONGRUENCE:SUBJECT 1.142 0.084 12.892  ***

(46) Post-hoc tests: The markedness of kkeyse did not incur a penalty in congruent conditions:
[NorS-Nom | Incongruent] vs. [HonS-Hon.Nom | Incongruent] (5 = —1.050, SE = 0.064,
t=-16.477, p <0.001) and [NorS-Nom | Congruent] vs. [HonS-Hon.Nom | Congruent]
(£ =0.091, SE =0.064, t = 1.435, p = 0.908).

(47) third 2 x 2 analysis (be-ef): o1 'd/o] 74, Bo]gel/elof it

(48) Table 3. Fixed effects summary for the [HonS-Hon.Nom vs. HonS-Nom] conditions.

Estimate SE t )2
(Intercept) 0.727 0.054 13.437  ***
CONGRUENCE —0.240 0.077 -3.117 *x
SUBJECT [HonS-Hon.Nom vs. HonS-Nom] 0.074 0.076  0.980 0.330
CONGRUENCE:SUBJECT —0.155 0.106 —1.463 0.147
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(49) The significant role of the honorific nominative marker kkeyse was not found.
4 General discussion

(50) The main goal of this study was to investigate the distribution of honorific-mismatch
effects in Korean subject honorification, and the extent to which they are modulated by

morpho-syntactic features of honorific morphemes.

Results from the experiment revealed three things.

(51) First, there was a significant difference of acceptability ratings between incongruent
conditions: [HonS-Nom | Incongruent] and [HonS-Hon.Nom | Incongruent] >
[NorS-Nom | Incongruent].

(52) o dol/oi w74 Helske} > mml) oyt

(53) This result confirms the finding that the nature of nominal honorification is different from
that of verbal honorification (Kim and Sells 2007; Kim et al. 2023).

(54) Second, there was no statistical difference of acceptability ratings between congruent

conditions:

a. [NorS-Nom | Congruent] vs. [HonS-Nom | Congruent] (p=0.059)
w7} Ho] sk of o] Hloju}irh

b. [NorS-Nom | Congruent] vs. [HonS-Hon.Nom | Congruent] (p = 0.908)
w7} Ho] ke oA oA

c. [HonS-Nom | Congruent] vs. [HonS-Hon.Nom | Congruent] (p = 1.000)
ofmde] jojubiich of i A4 ejofutiict

(55) Third, the [NorS-Nom | Incongruent] condition received the lowest acceptability ranking,
compared with the [NorS-Nom | Congruent] condition.

(56) Regarding this, we can attribute its low acceptability to a violation of a certain syntactic
principle: an uninterpretable [uHon] feature exists in honorific verbs, and it probes down
for a suitable goal to value its unvalued honorific feature; otherwise, the derivation crashes
(Boeckx and Niinuma 2004; Boeckx 2006; Kishimoto 2012; Kim et al. 2023).

(57) We do not deny the importance of pragmatics in the study of honorification, but it seems

that the nature of the super-additive degradation in [NorS-Nom | Incongruent] does not

obviously lend itself to a pragmatic explanation.
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(58) We propose that the failure of syntactic honorific agreement could account for this super-
additive degradation. If the degradation incurs a processing cost, which is made with the
honorific verbal si, but not with a non-honorific verb, it could be due to the syntactic
agreement triggered by [uHon] in si that makes extra processing demands (Kim and Kim
2021; Kim et al. 2023).

(59) In Chomsky (2000, 2001), AGREE constrains the content of ¢-features on the probe, not
on the goal (argument NPs), since AGREE is a valuation operation, and goals come out
of the lexicon with fully valued ¢-sets.

(60) [agep [vp NPpiton] [vP ... V] V] Agrjutien]

(61) According to Chomsky (2000, 2001), syntactic operations have a restricted search domain,
such that they can access only the edge of a phase from outside—the Phrase
Impenetrability Condition (PIC). Notably, if only the edge of a phase can be targeted by
this honorific agreement process due to the PIC, the syntactic effect of subject orientation
naturally falls out; namely, subject honorification picks out a subject located in vP, but
cannot access other arguments located below VP (cf. defective intervention, (102)).

The experimental stimuli in (34) are derived in the following way:
(62) a. [NorS-Nom | Congruent]
normal referent normal verb
b. [HonS-Nom | Congruent]
honorific referentinon) honorific verbputes
A . } AGREE is successful!
c. [HonS-Hon.Nom | Congruent]
honorific referent(inon) honorific verbyuen)

A e 5 AGREE is successful!
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d. [NorS-Nom | Incongruent]
normal referent honorific Verb[uHoln]
Lo S — 5 AGREE fails!
e. [HonS-Nom | Incongruent]
honorific referent;ony normal verb
f. [HonS-Hon.Nom | Incongruent]

honorific referent;nony normal verb

<Syntactic evidence 1>
(63) Korean honorification with a reflexive is impossible.
(64) a. AAAL S [A7]7F BEsirar] Az,
b AAARE (K717} EEsjrian Azl
c. *HARE S [A7]17F FHEshA v A Zg,
4+ E [(A7]7) SE A Than Azl
(65) As Woolford (1999) extensively showed, anaphors typically resist agreement. We

therefore expect anaphors to resist honorification in (64). This expectation is fulfilled.
(66) In sum, honorific agreement in Korean is similar to (¢-) agreement cross-linguistically.

<Problem 1>

(67) Choe (2004) and Choi (2010) claim that syntactic analyses are problematic for a complex
sentence where there are more than two predicates with the same honorable NP serving
as their subject:

(68) &4l AS shM Q. (Choi 2010: 64)

(69) [Dsubject [Dsubject malssumha-sij+Hon)-n kes-ul] ha-sij+Hon)-€yo]

(70) [uHon] of the matrix honorific verbal si gets valued via AGREE with the matrix subject
(i.e., the honorable addressee) pro with [iHon], and [#Hon] of the embedded honorific
verbal si with the embedded subject (i.e., the honorable addressee) pro with [iHon].

(71) [profinon) [profison) malssumha-sijuen)-n kes-ul] ha-sifuen)-€yo]

<Problem 2>

(72) Choe (2004) and Choi (2010) further point out that since the honorific verbal morpheme
in the embedded clause is optional, it is likely to assign opposite values of [Hon] to the
matrix subject and to the embedded subject, which is problematic under the syntactic

approach.
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(73) H&ET S M 8. (Choi 2010: 64)
(74) We suggest that this concern can be overridden under the current view of [Hon] as a
privative feature as follows:

(75) [protition) [proiton) malssumha-n kes-ul] ha-sijuen-eyo]

Namai (2000)
(76) ARG o] Fa1/5 O A 31 olFHrl/ol&t-$-At}.  (based on Namai 2000: 173)
(77) [tp Kim teacher;-Honfison-Nom [&p [agp [ve t1 youngy]  (Honpnon))agr-and ]
[agrp [vp t1 beautifulyv] (Honpumon])Agr ] &]]
(78) We simply assume that in Korean, predicate-internal subjects are base-generated in each
conjunct and then ATB-move to the surface subject position. When both conjuncts are
missing si, there would be no honorific agreement since the honorific feature of nim in
both conjuncts is interpretable. When either only the first conjunct or only the second
conjunct contains si, [uHon] of si would be valued by [{Hon] of its honorable subject.
When both conjuncts have si, [uHon] of each si would be valued by [i{Hon] of each

honorable subject.

<Problem 3>
(79) Choe (2004) and Choi (2010) claim that the grammaticality of (80a) and (80b), in which
the subject is a conjoined NP and the value of [Hon] on each conjunct differs, cannot be
explained by syntactic accounts because the first conjunct in (80a) and (80b) is specified
with [+Hon], and the second is specified with [-Hon].
(80) a. [[+tHon] & [-Hon]] [+Hon]
R EE R S
b.[[+tHon] & [-Hon]]  [-Hon]
A et g skl
c.[[-Hon] & [+Hon]]  [+Hon]
meke} Aol 7 o4l

(81) Choi (2010: fn. 10) observes that there is no difference in judgment between (80a) and
(80b), which is unexpected under the syntactic approach. In addition, Choe (2004) notes
that (80a) is a case where an honorable NP sensayng-nim ‘teachernon” and a non-honorable
NP kkoma ‘child’ are conjoined to form the subject, and change in the order of the two as

in (80c) does not seem to affect the appropriateness of the sentence in any significant way.

10
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(82) However, this is an wild guess according to Kim et al.’s (2023) experimental findings.
Kim et al. show that (80b) is significantly more acceptable than (80a) (t =—-4.379, p <
0.001). They also show that (80c) is significantly more acceptable than (80a) (= 10.148,
p<0.001).

(83) The coordination phrase is somehow ¢-deficient (Boskovi¢ 2009; Marusic et al. 2015). In
other words, it does not have the full set of ¢-features compared with regular NPs.

(84) For the contrast between (80a) and (80c), Kim et al. (2023) propose that Korean o-
agreement is triggered by Agr, which can only match the features on the &P, but cannot
be valued by them (see the dashed line in (85)). In the Distributed AGREE model, this
deactivation is not fatal since actual feature valuation can be postponed until after
linearization. After linearization, the closest conjunct (i.e., the last conjunct in (85)) can
value the ¢-features on Agr:

(85) AGREE = MATCH + VALUE
[&p NP [&o NP2 &]] ... Ag

/I\ 1
5 @ VALUE

_____________________ ;@D MATCH

(86) Given this proposal, (80c) is expected to be more acceptable than (80a) because the last
conjunct in (80c) is an honorific nominal, which can value the ¢@-feature on Agr. That is,
both MATCH and VALUE are satisfied in (80c). Meanwhile, only MATCH is satisfied in
(80a).

<Problem 4>

(87) Since Chomsky (2004) argued that Spec-Head agreement is an epiphenomenon, and
suggested that AGREE underlies all instances of agreement, it would be interesting to find
arguments against Spec-Head agreement in the realm of subject honorification.

(88) Honorification sometimes targets genitive phrases contained within subjects, which
would be licensed with a possessive relation (Kim and Sells 2007; Choi 2010). Apparently,

this is problematic for Spec-Head agreement analyses:

(89) a. o] Aol A= A t7F 7P A&t (Choi 2010: 66)
b. AFEH ] a1F o] AAIo] Q. (Choi 2010: 66)

(90) <Solution 1> a variant of typical Cyclic AGREE (Béjar and Rezac 2009)

11
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(91) <Solution 2> An NP and its specifier are equidistant from a higher agreeing head
(Chomsky 1995).
92)

<Syntactic evidence 2>

(93) Chomsky (2000, 2001) proposes that AGREE takes place under MATCH, but not every
matching pair induces AGREE. In particular, Chomsky provides one argument in favor of
separating MATCH from AGREE. The argument rests on the existence of what he calls
“the defective intervention effect” (Chomsky 2000: 123).

(94) Defective intervention arises when an element a matches the featural requirements of a
probe P, but fails to agree with it. Crucially, in such cases, no more deeply embedded

element B is accessible for checking, due to the presence of a.

(95) As is well-known, Icelandic quirky subjects fail to trigger agreement on the finite verb,
despite the fact that they behave for all other purposes as real subjects (Boeckx 2000):
(96) Stelpunum var hjalpad
girls.the.Dat.pLr  was.3sg helped.sg.n

“The girls were helped.’

(97) Yet, their presence blocks the establishment of an agreement relation between the verb

and a nominative element as in (98), which is otherwise possible as in (99):

(98) | }"{“““"'“““““"1
*Mér  fundust henni leidast  Peir
me.Dat seemed.3p. her.Dat bore they.Nom
‘I thought she was bored with them.’
(99) T :
Mér  virdast Peir vera skemmtilegir
me.Dat seem.3p.  they.Nom be interesting.Nom.pL.m

‘It seems to me that they are interesting.’

12

233



(100) If VALUE were the only significant relation, the intervention effect in (98) would be
unexpected since the quirky element cannot participate in VALUE. However, if
MATCH exists independently of VALUE, the blocking effect in (98) makes sense.
Being a closer matching element, the quirky NP renders the nominative NP inaccessible

to the finite verb.

(101) Similarly, we argue that the failure of honorification in (102a), triggered by verbal si,
with an honorable indirect (dative) NP in the presence of a higher non-honorable subject
(nominative) NP is a case of defective intervention (Chomsky 2000), as shown by the
contrast in (102).

(102) a. *3AYo] Hulgdol Al okQlS AT
b. Audo] Ao Al Q1S AR T

5 Conclusion

(103) Subject honorification in Korean is regarded as a case of agreement formally licensed
by a functional category Agr.

(104) Subject honorification appeared to favor certain honorific mismatches. The
incongruence caused by the honorific nominal morphemes—such as nim ‘an honorific
nominal morpheme’ or kkeyse ‘the honorific nominative marker’—was significantly
more acceptable than the incongruence caused by the honorific verbal morpheme si.

(105) We proposed that the [uHon]-probe on Agr searches for an NP with the [{Hon] feature.
We assumed a probe-goal account of AGREE (Chomsky 2000, 2001), in which a probe
with unvalued features searches its local (i.e., via c-command) domain for a goal with
valued features. The subject honorific verbal si is a morphological indicator of the
uninterpretable formal feature [uHon], which needs to be valued and thus interpreted

for the derivation to converge.

To the extent that our proposal is on the right track, it has certain theoretical implications.

(106) First, the experimental results confirm Kim et al.’s (2023) argument that the nature of
honorification on a subject differs from the nature of honorification on a predicate. This
argument is bolstered by the privative property of the honorific feature [Hon].

(107) Second, our proposal supports that there exist agreement projections (AgrP) in Korean,
extending the Korean phrase structure theory explored by Kim (1997), along the lines
of Chomsky’s (1993) and Lasnik’s (1999) AgrP-TP structure.

13

234



(108) Third, the honorific agreement triggered by honorific verbal morphemes is syntactic

and obligatory, whereas the honorific agreement triggered by honorific nominal

referents is not.

Appendix

(109) Gender: female (108) vs. male (96)

Gender
female male
1.0
2
= 0.54
= ——  NorS-Nom
o
o = HonS-Nom
% 0.0+
= =——  HonS-Hon.Nom
o]
=
0.5+
T T T T
Con Incon Con Incon
(110) Age
Age: 10s (n=29) Age: 20s (n=59) Age: 30s (n=43)
1.04
0.54
0.04
)
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(111) Figure X: Mean acceptability of experimental conditions by AGE and CONGRUENCE,
fit with a LOESS (locally estimated scatterplot smoothing) curve. There are six points
for each speaker, representing their mean rate in either congruent or incongruent

conditions. Confidence intervals of 95% are plotted around the curves.
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The gist of the claim is that (i) a resultative output can be created when
an input participates in an event, and (i) it is grammaticalized in the form
of a thematic role called a resultative object role.

The resultative object argument, just as the event argument, is usually realized
as an Implicit argument since it cannot be assigned Case within TP, but if
the resultative object role is assigned to Aes, the Case problem can be resolved
since Aes, just like what of free relatives, can be a head in the landing site
and consequently can be assigned Case from the matrix T or v.3

(6) [DP [Aan [TP keS(Resultati\fe Object)]_n] keS(Resultative Object)] ASSingef

Move and Project Case-assigned

Q I: ¥ebs HukshA] obe Uo] TR Zojo] F9oE ZAutgol Ak & AL
Q 2: Juje} o] £9] #go] o|2H R ulAAIGI}?

- 11— a 1w

& 4Ae xug -

FH(2022) & FEHAM= (17H ¥]x
FgstHaA ol s Ul 71Xl St A7Isket o] 5 Al 7HAE dEIHY

19

JhE 10 s BAE WiRo 3ol 385 df=0l Atk

(22) a. AR [re SN Lhe] 21 AT3ACE (= (18b)
b, A5} [re AV 2 1AL (= (190))

AR [2218 U BRE 2 A9, BYE Yo UL B4 52 Wyl ohat,

A0
Y AHempty pronominal)& ®}o} 3tc},

9HE 20 [201¢ ECj2 g uie

5) DAE WEL ofefel Zo| U WAM U wgol FWoR Ueht: o] o Eoh 3od, 24
o Fuo] Exo] opo2 (17h)e} o] AL ol§3t Xzl BAP} & Hck At (1) &3
of skl () Uja wARE ofch

()  ArE OAEZ (2733A Flo)) 42 I L B



(20) a. AFHEC] [ra BE0] [k i 28AM Y2=] 213 fAA AES] E5:5 ol9RaL 8l

o1k

b. [[ra 57t [ s 8WH Zlo] SR HAFELE ALK
@)% i Aol ke 0yl AN SHES] e 100] R Ak
3 ol & Zlo|tk 12t 20)9] [par - . - ] B TREE E2 IS 2@ Jlorg UF A

% [20]9] RC2 o] usl #AZIHS 2 o] Fulo] gloje ooz f3ul
wAI7E dot

2
l-'\l
=

~-Aj9HE: [20b]9] RC27F U3 BARAAE o
(117hQ1e, o] SAfo] ey @Ado] ofct. =
Al Rato) o] A Ze el Aubs o

1RV} ol Boty] Y 2Are

ToT™

So] ‘70| ‘HBE'S 7))
o

A o= o} FATHE%20179]
AR,
(11) 7} [ZREVE DA 2ol Sddct
U <A ZREVH SR
of. [REE DgRgel] SUch
gl [20a)9) RC2: W3 A Ho] Hmw o] BA THWE WA Y 4 =5
o502 QI3 EXO= ol slB2 ofF Holt FHo| gl HOZ uo} )

SEE 30 E=SE0] [2laloflA Bl W3] oA Uro] & 4 glenz [21b, clAAY

WA v groz 2 o, [21b]9f [21c]o) ule W3 BAEA AR Fof ol

FUo 2 AUggojof e Btk

(21) a. B22] [c {*T_‘a =/ 50l &% l ] vhes] sle AReIM Al
b. AZ0] E5F [re (CEF°l) 23X ves] 2 dRlA A=k
c. 33o] L18— [re BN H2E] B A3elM AT

--AISEE: (21l BAo] gRo] £ Wl Uehl: P02 WAL o] 229 58 £go2
S E =1

(12) 7. % o4 4ee I8 e d48E 250 A4 1A o2k A (IAE) B
. B At o AJghAolofo} gk,

(13) 7h Aol =52, (A7R) 234 Hes =52 Azl

6) Felt (209 RC1S U3 @M= $hec], o] RC29| A4 Beldk,
7) wEAle] W] ojstel [20a)t [20b]2ct B Lpweh ol £ RozuElo] o3 wAge] A
b gL Quishe oz e 27t A2 Chgg ulsts R0z R,

245



U, Aot RAtE, (32E) obf Ul BArE ot
(14) 7k =7 %o] e3olA] Lot 52, (17E) 52 Auch
U, +"30} olx Bl RAS, (170%) AR Abth

20]22 e BY 9xlo] 93 WAME sgo] Hut, U WAZE 518l =AUt
.8

(15) 7} 47} BAg, (I20%) ofF uli wAkg Ak
U 47 R, (TA5) 95} okF B 2 Ak
(16) 7} 7ol £%8, (IA%) LA Yot =52 oA At
B0l B5E, (2AE) £50 Lo 4ot S WHOIH AEHCE =[21b]

of tjult [21c]o] RC7F W3 #AIHolr|Reke 93 BAMAS RolEchd 5 [21clo) &
Wl o] olsste] W1l £Mo= wof gt

olg 3 LEA WP F YA R0 2L ARSL BYMo| JuiHoz Pk y
82 Ugsh Zlo® mtotegy] fiRolch Jeu WAt BRd B4l WAk BAE BE
of-ao] PA= mhotsty Al YAE AAAL BAM] 242 W FAre MYt} of
k.
(17) 7k U [247F 4uls ghdohs] O A 23t

U U (847} 94012 ghdthe] [oFs QRUl/INRES $70) BE] A

231k,

oh. Ut (8471 QoIS hdthe] 3 [obs 9AW] A B3t

ef. U (247} 9ol2 ghdthe] [ob Rd] 2 Al 23t
T ol A YARO] BEoleks sbgol ofstd mA| WAL RAlshe AAALEAR e
FxRoE BEolE WoR sh- NP ulZ YR 5 BAPEC Ume] ok YLO= vt}
shecl, 23 olae UmALAIAIARY] %9, UmAL ghout of MstchaA el 4.
(18) 7} *Ube 1 (A4} Qol2 ghdche] Atle 230t

8) ol 93 AL AFA AL JAIL U BARS MAA 4 e JtAA RS ok S
A 272 AyzeEct

9) [21bu 3k [21c]9) R Zole 2470 Ul 220 9 WAEYE WSk F7 A1} glrt
A, s1gol 9ol M= crz

Aol [E5E50] 23ollA o] AS/+75S AE3ct

o] REES, (A7) [2340A4 HeE] ZS/AES AZ3ct

SA, Wsl BAEel e [+ARE] [FARE o R & Qloup(o]g #2020, Park,
Seo&Ho0e2020:129 &), <& AR 7' =2 [-AFLS 7te7|H, [+AHE]ES 7He)d Heole
A =2 H|st9] o=rp &XItHKim2002, ZFED). (i7hH9] Zol& w|sHe olw=rt gloLnt, (iLh)ol=
b5} &7t Sof 9lct.

_7_

246



SIA (17)3 22 olag A EAl WA BEoldl BHMY 0|52 Wa Ho so)x
oz Aejsfo} dith A o] T 0|59 Wa/40) oRe YA e BEo|L, 4

o)d o]go| 57w BEYstct.

Sholo] WA B2E CP-NPO| R/} 1A% of20hi B YAloA: wA
Al WAbeh @7 NP 27F PAZ o202 o5o] Mol Wagich AAlAe] B ofx
qe 57]8(2023) AL,

Mr

*N/7 (1)

(19) 7}. CP= &8 & ojn]= s}Aof sict,
L}, a0l 12of s NPo] BEXZIsto] 7}=sfof shc},

(197h)7F F7F +& st9] CPo| JHEHISAMY gA0] dish x=dol2td (194 2ol x310]
of. (1940l ot B2As ddol =7tset ez Hols Fee viAEY 1 olfd=
o2 7HAI7t e Aoz HRItH10)

Ho

(20) 7}. +[B47t Ul W] Ab

. +[27]7} Bpe] 3

=
o« 27t 29T E] 23

(190he] 7bsA olRet walstel, mA Wite ‘A’
o, ofejet 2ol BT ul st A7t shssiet.

|d
o
K
Y
e
1o
ne
re
ol

AR o] 2

(21) 7k N/

10) SR} S ol &2 A AT g ofo), s}8A A 2 oz Holo] §A
Lol BAS oAl ge

e
]

11) 01 729 2o} ¢l BN gapless (ightheaded) EHRC2} 21 Z9of sjeic. wal el
2= G&H2016 Park, Seo & Hoe2020 5 ZFi. J2ji} B19] Uztol] oJstH o] gL Qs &

Hg ohrt.

247



[2+2=42H=] 4:3t0] o] 22/712 Hobi B0l
(ol sbhalol 2 4 g k]

ot chepgel (o7} FopA

LI

N/+712)
(23) 7t (1717} EHe] WAt/ «500] Wk,
. (47t 4olg ghd] £x0]/«2lo] ot Qlet.

*N/7]
(24) 7. U (847} =rtele] Al e /e Rt
U AUl (247} ofA A ALL] <A 2/ Hoict
of (9% WEEZ opl] &ol/Zo] BE B Holy?
*N/*7]
(25) 71 A7t (AL A7) Fo] ~2LL/+5e o)
. (247} AREHE 2] «abedo]/=2i0] ulitct
oh U 471 A ALRA] el +UUS/s A BTt

olF Zol 7hset e (217h oYl & 7 A
gro] ufs HAER 7 %D}L Zolth. o= =& g

b Aol =7] gigolch. & (217h)9 A2 #EAE U %60* *é%% 7HEIZIA] et A
A= (2170 /39 A %Lft N A

ehE (217he} (210h)9] Afol ©es] Folde] Atol7t ofyd & 73 o= sf

Moz Ty EAPAOoz & og] xto|z} k. Axj, (21t}) 839 LA
2R ZohH (Y] Zk& 7 % Shimoyamal999, Kitagawa2005, Kim2007, Kim2022 &
90 BEEe ARR 4AL Zech of AL oA A IR WA
d olgorr =elo] dof. & "2 FollA (21t {2 Y, (217h)E si&ol] "ot

oo oo ox

(26) 7F. »GoI7F AHE, I = [B471 ARGE ofA] Ab2] A AT
. o7t FAS, IR (A4t Age Z2e] A4S opac

(27) 7} *WREI}E, OAL [QL Q27F WAES opal] Zlo] =% P wo|y?
L = o], 27k [R5 7t WES ORAl] Zlo] Bf dopy?

S, (21Thet 22 Wa BAEe) e AAA, WEA/BREY 241G 58stA] groit,
(217h9] “A’S 382 FHGrosu&Hoshi2016 ).

(28) 7}. +QulE (47} ofA] AlabE AR] [obF uld] 2 2igich
U 0] [B47} ojA] Afte Ate] 2 AL 9t

12) o] 838 %= Chal999, Lee2012, Lee&Lee2012 Sof|A| gapless ¥AEZ E2]1 Ut (2170 &8
Bo] Jbg 2 Aol EA| YA A'S g5t etk ok

248



A, WSt gAEe] 2 [+/-AF S ZF]7Iu, (2171 & gapless EHRCO] "7 [-AFd]
ot 5] 83t (Park, Seo&Hoe2020:131 £).

(30) 7. U [oluh Bate] AR g Aoz deigc
U, U [Qult okl Abube Ab2] g Bieint

iR, st dAES] A2 5487 ¢ Eu, gapless EHRCO] 71’2 4371 Hth(Park,
Seo&Ho0e2020 %).

(31) 7h Aol 2 e F&oln Fol /4 A, dhtee =0 T AE2/AAME2
=3 gy
L 2719 7hAtn] 2R ZlE2/0leEe VAL ot
(32) 4Ye &E=0] F00 =AY e/ AEeS s A

oW BARoIkE olgetl el BATE ML, ¥E FYRe 2 ey
ARl e gou, ol BYA solo ANTL st S92 A6, 13 A
A2 s BARE Baks FAjol

(33) 7. QGult (847} QA R A
ol (W47} AlTHE 2L A

. =2

obict.

of. A7) [QE)7E Bol MYE B e opin
el A47} [QE7) MR 2% S wRE A 2e upyct
of. Aat [GE Ame eelst 2e ool

a2t (1Whe] z710] 9fs WA= (33)9] oSS Wl BAEE BA Fechld) & J1E A
5ol AAsIYRol Hlol P YR Agg-% HAEIEAPS 94 71’0
ofgfe} Zo] Uuk WALR Ol WAH7F It

r&"
o
rr
o
fjn
ge)

(34) 7} Qolt (B47) QAN ] FAE vpy
Jult [B47} AE Zel

LJ‘. == ‘|7Sr =2 AR

of. "7t [Fe)7h 2ol dEe B HEEe ohynt

2f. 47t [G7h W] 252 v Ae] 2mg opdct
of. Aae [Fel7) Ale el OAES Wt

stH G&H20

16
MALS 7r-
o 12 ~ u

2 oloht of2 UAE AstL Atk 5 15 BAW 2ot Wate suiet
(33)2 22 of5o] Y3 BAMZE 7Hs5ki gapless EHRCZE 7bsdt 7

g wA| e ook

k1
ne
re
2
1o
do
2
=2
Mo
o

13) Tonosaki(1998), Kitagawa(2005) =



oz ®Hu 9oy ogh gh=o] Ao tfgste Yol no’t FEARS fAS WHE Hoe

gapless EHRCETF 7[5% 7102 H1 no Hol £§4 BAZF LAY 2FAPE 2+ 49+

Uish AR ZT 7hssh Zog B Qloh. PEAF HA ofBE o] &3t AT (28, 29)0]4

H5o] gtaojo= Ago] Hu, £74 BA|F 0|85 ATHS 3 2 o FE 0|8t
o )

A BRR] HHo] oty &7 YAofA= Wl WAEO] ofF ofAistr. 14

(35) 7F. 2+t [0} A2 sbR 2] 319 A oAl S 9ol Wk,
U 270l [dAP} T dol B9 29 Rdu)g ot

1= gapless EHRC®}t E} o] ‘wigl Us TAML oA sIA] orrt =g o]or r}
% = AR siAS, SRS REA o

=

2 : q sl A

o JEM Ape) Aol ofsty (33)0] 1 Aoz FORUA= HAMTh (33)2 Al
bS]

1)
m=
_l,'L
I:l
=)
J%
I}
o
e
o
_L'L
rg o
2]
>
)
p

2.3. “7IR1" Aol 35 (1ch)

(1I7De} (ILhe] &S A7IAIg o] HYP Y o8 YEus WS 9| $ohs 5 o
P Yol 8 Sol9t ¥AL P U PRo] G Aol k.

A BAE(E492017)
(36) 7F. [oFAAI7H w2 Alg mote} of7lo) 2] «ol/Zo] watr.
U U (2571 9018 ohd) 2g/2 g Tinin

(37) 71 [obdoll A& Loid] »A/A.
U [FAIA ULg ol sl e 2.19] w08 AnE] «L/7.

‘7T BAPE (738512013, G&H2016, Park, Seo&Hoe2020 5)
(38) 7L [0l oAl Wel=] »&7301/Z0l. B & £

U [2= 23] «gol/Zol, LIt & AsHAE

of (U7} &S] <22/, Wl 2Lk

et A7t olFA A shel xda/AS, AAER =018 FAskY. 18512013
o}, [o}A Soto= H7}F QU] YR 7}/Zo], @S0 57 AR

oh. [Ch2 Abdol 7te Ee] 98/, Wt W zitk Park, Seo&Hoe2020

14) oot ot

rlu
8

oo 2= Park, Seo&Hoe2020 Rhil.

250



5 E= 7l os Alddm whlsgo] Fhgsity ol Aol

>’ -
=2
o
il
A
rr
(s
ftlo
__>|‘]_‘,‘
e,
2
ut

lo
M

Al 3= g 2A7 Fei(id ] - 8 1993 216-217).

WA A AR BE A TR Pl she 2AR e
A AAE wosan A, A HAES A ThE FRAM A
o gAY Awot dhad olule] A AAALS] £AE WAL B
shehiz o] AWACE oMtk BAl, WA WAL R 7] 4%
AN olEE Wk Bl A WALE AOE mHE 5 Y

= W BA =Fo] & 4 gl Aeoln, o A% B A oz}
Aelzaske Fashl Qolael A o Bk AR, A a3
A k8] 4 WAL P53
7+ 9

—d

0.
¢

:

kit
o
|
S
&)
rir
1o
=
Lo
o
o
2
_>;1_L
o

¢

=59(2017: 79)

HE FEfAd] RdLw B

ol BAke] Aol AAF 50| gitke AL oS e Aol 7 -g/7)'eh T
AstA £ BAR ojulz ZAF 4 9go] HolEch.
(39) 7}. [ohHAI7 81 AlS mjojct of 7)o ghgol] Esirt.

. [oFlol 2 Aoju]].

o U= [F47F duls YISl Z1digi.
(40) 7}. ‘o YA WalHUl, HA|7} & Ech

U D& 28], Lot A A E

oh. U7t Arod e, wWel a3k,

k. "3oh oA A shed), AAIde Sols EAMstict

eh. o}Al Eetoe w7l ooy, ool st WA,

of. oh2 Apgol bE wled, Wt Ws) Jtch

R BAEm gs AR SEAMO 75478512013, Grosu&Hoshi2016

Park, Seo&Hoe2020, o]X]2(2021) )
(38)0] oS- ‘A’ BAPE Uo] A=} @A Wi 3 gRo] glone RApERul mol

251



AgE 2 2AE | = vt 2E9 =7 ol BAAEE THRIEA ojx gt Fo] F
WAEE AL P9, RAPEe 2ole, s BAEY 44 b & ke AohEo]
011:4-

%S

g St o BAE, Wl okl o4 @5)elA Aol ‘MY S AR
FsAol ATFHEE, (35) QA ABAe] P2 el e BAE 77
& F@ol o} ek

(35) A7t AAES [pro 53l =AsAl AS] A3

M

A A R S o R npobglh

)
o

Grosu&Hoshi2016: =& A 8o]
A a
E'.

2 sy Ae s o

=

Park, Seo&Hoe20209] TEk: (7} 3hzolo] (41, 42) HAPEZSE 2. (W) (35)9] ARl )
Aol 42 ixlo] & 4 Qlck: W st Y wAERN 2.
(41) 7k [o] 1ol7t o] o] pro BN B EWkch A
. [39o] 1olst Sofe] zlo] ML BA =zt R
(42) 7k W [Roo] o]t Sol2] 22 pro WEYTH HAP
U U (2o mgolst Soje] e UE o A
(35) 7k 2sub [O]U7t A2 7bde] 2ol A oAl S Yol k.
U 2:73&0] [3AE 92 dol =971 29 $dulg ol
AE: D U BARE BEA Fol, 47 YAOlME o £ Zloe B (W) (42 o

oot U BAREAR HEHE 202 wel

2.4. Q9F

_13_

252



[

(43) 7t 4

g]

oh

A ZH(perception)

(44) 7+ o

|,
L.

of-
To

(217h)e)

--N/7;

Wo

(21eh)9]

--N/x*71:

e

~
wjr

'

xr
=
o

of
T

=
o

ol

BK

A(0]d-82012 5)

7 A

(L EELE

|

L.

E89) RS st 5L st

=
L

Ank

(45)
(10)

J)J
Ho

olu
—
1o

700

80

J)J

Ul
m)

oK

oju
xr
T
1o

100

.
1o

7100

]_

fis

S

i Al

0

of o

ii}
i

[

20 Y

v ¢
[

ol 7Hssict.
A A

3
ot

[l

o

24y

a

Ae w@A A &

L

[

o] (45)¢} #2 HAS A7l

o A

7t

Uy
[m]
oju
xr
[y
o

0T

o

80
CR
"
ol

a
M

o
T w

3
Sk

o]

(217h)9] 3

oo

~
o8

SHA]

1o

K

L P

5}
=1

o

3l A

ot

jely
5

S

A+
=1

14 22 g4 71A7)

[9

s14fo]of

[¢}

15)

Q
=

7] Hi&olt.

=
=

]
o
70
P
io-

L
o
<

o

1

AoA A7

B upgel 9 wEo) BA YA}

[ex
[e]

sl

o

- 14 -
253

a ol e,

[e]

s |

(internal head) A&o0] &%

7H?

ii}
oH

|

|

[5)

ql: 4
LFERLE



CPet NPO| o] 5 ®gt 7]Aof ot}
q2: Wit A #Al YAHhead noun)= 9 o 29F HetE|=7}?
Z'9] 712 9Julrt (45)017] miZo|tt. é Héﬁz}ﬂ A7gE vt PA=
2o 8749 URF PAret REAY WAE HE 4+ 9
q3: Uish #AIde] 7o) AL RV
(45)°F 22 AAIA JAE Zi= NPojo}.
qd: 73k Y3y 7ko] #AlE oA vlof shup?

AT ¥4 R 20

a5 BA BAPF Y RE Aot Y wARo] wAl ghidl, ofH A9olw 3w

2A9) JAL JHRILTF B g3 mARo] Bl A0 DA 2L 7490 zolt Boiel

712

A 4

283t 2013. Tol U WALl ofgh 43, A BY A7 75 83-99

AR L. 2002, BAAEO] 3 0] ohet AP, ofakerR 27, 157-185

9. 2022 dTol U BAEO) Aol chat SAY 815 A, 2dojet Hu 26:1-25.

249, 2012. 9PER WM B Aol WAYY P 2. Al o2 AT 35 31-68.

249, 2017. 9B WA 2 FATolo] 3 YAPL. Tofst 84:33-88.

oFE. 2020. Y TAY PHu BAL 70 SAE. §2 8L 45-81

oAl L. 2021. YHBALE] @4 Aof U $ApgR o] oju] B AP, ofst AT 57 51-85

oY, 1998, WA WA, NI, URA, AWA. DYA. ollok Y5E FH. 8
W Ape AkR: olold AL 812t 71 =%, 491-516. A2 EfStA}

o[ £A1. 1990. Ah Fo] WA A7 AT 98,

A3t 2012, 3Hojo] el TAMo] ExfsH=rh: BAPE BA. o] 37: 1043-1065.

571§ 20237} 20234 @Role] AAARE K YARLY 1% o] o7k of o] thEt

-LCA TSt 4. gt Rwele) & stale] WEALRA, 33-57.

5718, 2023, @209 AAAE A WALY )% o] ofusk: of&o] thgh wh-41¥
g B 2w, Acheystsl, adolstsl, dojgstal, ARelolgRate, A
giciojste] 20239 & F&st=atis] =w4d, 28-71.

Cha, John-Yul. 1999. Semantics of Korean gapless relative clause constructions.
Studies in the Linguistic Sciences 29, 25-41.

Choi, Kiyong. 2024. The head-NP raising analysis of a relative clause in Korean.
Language Research 60: 107-126.

Chomsky, Noam. 2020. The UCLA lectures (April 29-May2, 2019) with an
introduction by R. Freidin. http://ling.auf.net/lingbuzz/005485.

Chung, Dae-Ho. 1999. A complement analysis of the head internal relative clauses.

Language and I[nformation 3: 1-12.

Cole, Peter. 1987. The structure of internally headed relative clauses. Natural
Language and Linguistic Theory 5: 277-302.

Comrie, Bernard. 1996. The unity of noun-modifying clauses in Asian languages. In

_15_

254


http://ling.auf.net/lingbuzz/005485

Proceedings of the 4™ international symposium on Pan-Asiatic linguistics,
1077-1088. Salaya, Thailand. Institute of language and culture for rural
development, Mahidol University of Salaya.

Comrie, Bernard. 1998. Rethinking the typology of relative clauses. Language
design: Journal of theoretical and experimental linguistics 59-85.

Grosu, Alexander. 2010. The status of the internally-headed relatives of
Japanese/Korean within the typology of “definite” relatives. Journal of East
Asian Linguistics 19: 231-274.

Grosu, A and K. Hoshi. 2016. Japanese internally headed relatives: Their
distinctness from potentially homophonous constructions. Glossa 1: 1-31.

Kim, Kwang-sup. 2022. Korean IHRC has a gap. Korean Journal of Linguistics 47:
261-288.

Kim, Min-Joo. 2007. Formal linking in internally-headed relatives. Natural Language
and Linguistics Theory 15: 279-315.

Kim, Min-Joo. 2008. Relevance of grammar and pragmatics to the relevancy
condition. Language Research 44: 95-120.

Kim, Rhanghyeyun. 2022. A note on IHRCs: restrictives vs. non-restrictives. Studies
in Generative Grammar 32 551-578.

Kim, Yong-Beom. 2002. Relevancy in internally head relative clauses in Korean.
Lingua 112: 541-559.

Kitagawa, C. 2005. Typological variations of head-internal relatives in Japanese.
Lingua 115: 1243-1276.

Kuroda, S.-Y. 1976. Headless relative clauses in Modern Japanese and the
relevancy condition. Annual meeting of the Berkely Linguistic Society, Vol. 2,
269-279.

Lee, Chungmin and Jeong-Shik Lee. 2012. Gap in gapless relative clauses in
Korean and other asian langauges. UCLA working papers in linguistics, theory
of everthing. Vol. 17, 204-214.

Lee, Jeongrae. 2006. The Korean internally-headed relative clause construction: Its
morphological, syntactic and semantics aspects. Doctoral dissertation,
University of Arizona, Tucson, Arizona.

Lee, Jeong-Shik. 2012. Ellipsis in gapless relative clauses in Korean. In Proceedings
of the 14" seoul international conference on generative grammar, 277-296.
Park, Myung-Kwan. 2023. Head-internal relative clauses in Korean: ‘Kes' as an
overt counterpart of a null argument. Studies in Generative Grammar 33:

313-332.

Park, Sang-Hee, Saetbyol Seo, and Semoon Hoe. 2020. Korean Internally-headed
relatives and their potentially homophonous constructions. Korean Journal of
Linguistics 45: 119-144.

Tonosaki, S. 1998. Change-relatives in Japanese. Journal of Japanese Linguistics 16:
143-160.

_16_

255



Shimoyama, J. 1999. Internally headed relative clauses in Japanese and e-type
anaphora. Journal of Fast Asian Linguistics 8: 147-182.

Yeom, Jae-Il. 2015. Gapless adnominal clauses in Korean and their interpretations.
Langauge Research 51: 597-627.

Yoon, J.-H. 1993. Different semantics for different syntax: Relative clauses in

Korean. Ohio State University Working Papers in Linguistics 42, 199-226.

_‘|7_

256



	5f6ea353cc49b6ff26f70426014cf3e331df8406e9a6f9ff9a3ef2943c4511cc.pdf
	2024 가을 공동학술대회-프로그램-1030
	52bb695b358c9cb282476d0a17deae3ab8bd673bb5b9ac8ac20a439c86b1f331.pdf
	5f6ea353cc49b6ff26f70426014cf3e331df8406e9a6f9ff9a3ef2943c4511cc.pdf

