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[Data: Lexically unspecified causativization] There are two kinds of causative alternation. One is a
paradigmatic instance of causative alternation stored in the lexicon for an appropriate lexical entry, i.e.,
specified in the argument structure of verbs. Change-of-state verbs among unaccusative verbs, such as
the English break, belong to this group. Another group, which will be receive focused attention in the
current study, refers to causativization, which is not specified by the argument structure of verbs, but is
instead conditioned by certain semantics. For the sake of expository convenience, | will refer to them as
CA_ex and CAggy, respectively. A transitive use of intransitive verbs is not restricted to certain lexemes in
certain languages, (2-4). Rather, it is widespread in distribution and productive in application.The lexicalist
account does fail to notice that the causative alternation is not limited to any specific subcategory of
intransitives, (5).

[Syntactic solution: Improvised causativization analysis] Note that all of the examples of CAggy are
based on a shared situation; causees such as babies, dogs, or “disappeared people” do not have control
over the predicated action, or, conversely put, an agent has a high degree of control over the action
performed by the causee (similarly, Brennenstuhl & Wachowicz 1976). That is, a specific semantics is
mapped onto a syntactic level of representation which appears counter to the argument structure of a verb.
| term the CAsgym a@s improvised causativization in that it emerges from the speaker’s need to effectively
convey the semantics of “beyond control”, even breaching the lexical information inherent in verbs. The
improvised causativization is a special type of the phase-selecting causation. The improvised
causativization as syntactic derivation starts off when vP is merged. Only then, unergatives and
unaccusatives come to have an identical outlook, i.e., a single argument appearing in Spec, vP as a
subject. Crucial to the improvised causativization is the ordering of CAUSEP with respect to the VOICEP,
which either introduces an external argument as in (6a) or is a landing site for the moved NP as in (6b)
(Kratzer 1996). Note that in a normal causativization (CAarc) VOICEP is located over CAUSEP, whereas
CAUSEP scopes over VOICEP.

[Pragmatic account] The use of improvised causatives is related not only to the question, “how
sentences grow”, but also to the language faculty of human beings, especially that human beings have the
cognitive capacity to mentally construe a situation in alternative ways (cf. Taylor 2002:11). | submit that
improvised causativization is one strategy to convey the semantics of “beyond control”, even at the
expense of the argument structure of given verbs. In other words, the improvised causativization is an
answer to an immediate need at the time of speech transaction, which can be phrased through the
Principle of Relevance, “make your contribution be the one with maximum ratio of contextual implications
to processing cost” (cf. Grice 1975; Sperber and Wilson 1986). That is, considering the functional load,
this construction is not more costly in terms of processing than other regular transitives, but far more
expressive and effective than other syntactic means, hence relevant.



(@B The vase broke  vs. | broke the vase (CALEx)

2 Ego usli S raboty (CAsem)
him:acc went away:pl  from;prep work:gen.sg. [Russian]
‘He was fired (lit.= They exited him from the work)’  (Zemskaja 1983:102)
3 (ellos) lo desaparecieron [Spanish]
(they:nom) him:acc disappeared:pst
‘They disappeared him’
(4)a. ?(To) erepses to moro? [Greek]
it:clitic  burped:2sg [the baby]:acc
‘Did you make the baby burp?’ (Roussou and Tsimpli 2007:149, (13a))
b.  The nurse burped the baby (Rappaport Hovav and Levin 2000:290)
(5) One-place verb
Unaccauative Unergative
break, open, arrive
wither, die, disappear Theme Agent Other
unergative  unergative unergative
glow, burp walk run laugh, cry
pee, bleed jump work

(cf. Levin and Hovav Rappport 1995; Reinhart 2002: 244-245)

(6) Phase-selecting property of the improvised causativization (CAsgwm)

a. Unergative b. Unaccusative
CAUSEP CAUSEP
Causer CAUSE’ T Causer CAUSE’ ISt
CAUSE .-~ WP CAUSE ./ P

S exr VP I,'/ A VP
',I | |' /\
: v f v NP
; : |
‘Phase Phase
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Multiple Case Marking as Default Case Copying: A Unified Approach to Multiple
Nominative and Accusative Constructions in Korean

sdH (SEU)

This paper presents an integrated unified constraint-based approach to the multiple case marking
phenomenon, coping with the multiple nominative and accusative constructions under the same default
case-copying mechanism within the framework of Head-driven Phrase Structure Grammar.

This paper argues the following four points: (i) only the right-most NP is subject or object, and all the
other additional NPs are adjuncts, (ii) the additional NPs are case-marked via case sharing between the
two consecutive NPs, (iii) the additional NPs may optionally be a focus, but it may not assign a case, and

(iv) the licensing condition for the additional NPs is conceptual linking in Figure 1.

conceptual linking

ntrinsic extrinsic
linking linking
mero ny mic 0 b}éct— s pa.}:ifo— conven-
relation quantity temp. rel. tional rel.
el S e P T
int.-obj.- collection- mass- object- area- activity- object- type- spdce- time social-  object-

compon. member portion stuff place feature quality token object object relation attribution

Figure 1 Conceptual Linking Constraints

The ideas (i)-(ii) are integrated in Head-Modifier Rule as shown below:
Head-Modifer Rule

[ CASE | GCASE [2] ]
phrase INDEX
[phrase] - [NOD < 2> , HI |NON-HD [RELN C—Iinking]
SEM | RESTR < ARGl i >
CASE | GCASE ’ , '
| / ARG2 JJ

We show that this new insight enables us to solve many previously unsettled puzzles without invoking

any further ad hoc assumptions.
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Constructions, Semantic Compatibility, and Coercion: An Empirical Usage-based
Approach

Z4oH (MS)

This study investigates the nature of semantic compatibility between constructions and lexical items that
occur in them in relation with language use, and the related concept, coercion, based on a usage-based
approach to language, in which linguistic knowledge (grammar) is grounded in language use.

This study shows that semantic compatibility between linguistic elements is a gradient phenomenon, and
that speakers’ knowledge about the degree of semantic compatibility is intimately correlated with language
use. To show this, | investigate English ditransitive construction. | observe speakers’ knowledge of the
semantic compatibility between the construction and various verbs and compared them with empirical data
obtained from linguistic corpora and experiments on sentence processing and acceptability judgments. My
findings specifically show that the relative semantic compatibility of the verbs and the construction is
significantly correlated with the frequency of use of their co-occurrences and the processing effort and
speakers’ acceptability judgments for the co-occurrences.

The empirical data show that a lexical item and a construction which are less than fully compatible can
be actually used together when the incompatibility is resolved. The resolution of the semantic
incompatibility between the lexical item and its host construction has been called coercion. Coercion has
been invoked as a theoretical concept without being examined in depth, particularly without regard to
language use. By correlating degree of semantic compatibility with empirical data of language use, this

study highlights that coercion is an actual psychological process which occurs during the composition of



linguistic elements. Moreover, by examining in detail how the semantics of a lexical item and a construction
interact in order to reconcile the incompatibility, this study reveals that coercion is semantic integration that
involves not only dynamic interaction of linguistic components but also non-linguistic contexts.

Investigating semantic compatibility and coercion in detail with empirical data tells about the processes
by which speakers compose linguistic elements into larger units. It also supports the assumption of the
usage-based model that grammar and usage are not independent, and ultimately sheds light on the

dynamic aspect of our linguistic system.



