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The speaker-addressee relation in imperatives*®

Paul Portner
Georgetown University

December 8, 2018

1 The problem of embedded imperatives

Many languages do not allow imperatives to be embedded, while others allow embedding somewhat
freely. Still other languages allow them in severely restricted circumstances.

1. No embedded imperatives: Italian

(1) a. Chiama-ci quando sei pronto.
call-iMP-us when are-2ND SG ready

‘Call us when you're ready’

b. *Ha ordinato chiamaci quando sei pronto.
has ordered call-us when are-2ND SG ready

Intended meaning: ‘He/she ordered that you call us when you’re ready’
2. Many embedded imperatives: Korean

(2) Sensayngnim-i kyosil-ul chengsoha-la-ko
teacher-NOM  classroom-ACC clean-IMP-COMP
cisiha/malssumha/pwuthakhasi-ess-ta.
order/say/request. HON-PAST-DEC

‘The teacher ordered/said/requested (for us to) clean the classroom.
3. Highly restricted embedded imperatives: English (with ‘say’)

(3) John; said call his; mom. (Crni¢ and Trinh 2011, (6))

Previous work on embedded imperatives has focused more on the restrictions observed in one or
several languages, and less on the variation that we see across languages (Kaufmann 2014 being a
notable exception).

*The talk represents joint with with Miok Pak (George Washington University) and Raffaella Zanuttini (Yale
University). A previous version was presented by the three collaborators at WAFL 14 at MIT.
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Speaker-addresse relation in imperatives Paul Portner

Goal: Explain the contrast between the most extreme cases, i.e. languages that do not allow
embedding at all versus those that seem to allow embedding with any semantically appropriate

predicate.

e Our central intuition is that imperatives frequently encode a social/hierarchical

e Therefore, restrictions on embedding are not due to the illocutionary force or

relation between the speaker and the addressee. When they do, they cannot be
embedded.

speech act type of imperatives, but rather to this ‘social’ meaning.

Clarifications:

e Many types of sentences that are used to perform a directive speech act can be embedded.
For example, declaratives can be used to impose a requirement, and they can be embedded

freely:

(4)

a. One must not park here.

b. She said that one must not park here.

If we assume that the illocutionary force of (4a) is indirect, there’s no puzzle here for why
embedding is possible in (4b).

e We focus on sentences that conventionally have a directive meaning. This can include a
variety of syntactic forms. For example, in Italian we will include the canonical imperative
with a verb in the imperative mood (5), so-called “polite imperatives” with a verb form in a
different tense/mood combination like (6), and even infinitival directives like (7):

(5)

(6)

(7)

Chiama-ci quando sei pronto. (canonical imperative)
call-iMP-us when are-2ND SG ready

‘Call us when you’re ready’

Venga, si accomodi. (polite imperative)
come-SUBJ.3s self make.comfortable-SUBJ.3S

‘Come in, make yourself comfortable.

Rispettare ’ambiente! (infinitival directive)
respect-INF the-environment

‘Respect the environment!’

e We assume, following Zanuttini et al. (2012) that imperatives (and other jussive clauses, i.e.
exhortatives and promissives) contain a functional head, JUSSIVE. The Jussive head bears a
person feature (2nd person, encoded as [-author]):

11
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(8)

JussiveP

T

Jussive; TP

[author: —] /\
T vP
A

(subject); !
[author: —

2N
PAN

e JUSSIVE binds the subject and agrees in person with it, giving rise to the well-known person-
restriction on imperative subjects. (This structure also leads to a property-type denotation
that explains its force.)

Roadmap:

1. In section 2, we review our previous work which argued that the speaker-addressee relation is
grammatically encoded as feature in a functional projection of the left periphery.

2. In section 3, we give the semantic/pragmatic analysis of these features, largely following our
previous work but extending it in several ways.

3. In section 4, we provide our analysis of the restrictions on embedded imperatives in Korean
and Italian.

4. In section 5, we summarize our proposals.

2 The syntax of the speaker-addressee relation

We aim to explain the unembeddability of imperatives (when they are in fact unembeddable) in
terms of the fact that they encode information about the relation between the speaker and addressee
in the conversation. So, we begin by presenting some ideas from a recent paper (Portner et al., to

appear).

e The speaker-addressee relation is indicated in a wide variety of ways, including speech
register, directness, and lexical choice (e.g. please).

— Roughly, “politeness” (caveats)

12



Speaker-addresse relation in imperatives Paul Portner

e We aim for an analysis of grammatical markers of the speaker-addressee relation such
as polite and familiar pronouns, vocatives, certain types of honorifics, allocutive agreement,
politeness markers (e.g., Japanese mas) and speech style markers.

e As argued by Portner et al. (to appear), these fall into two categories:

— CONTENT-ORIENTED MARKERS: Elements that mark the speaker’s relation to the ref-
erent of a noun phrase (who is, in certain cases, the addressee: polite/familiar second
person pronouns).

— UTTERANCE-ORIENTED MARKERS: Elements that mark the speaker’s relation to the
addressee, who is not thereby introduced into the semantics as a referent.

Content-oriented markers of politeness. Italian marks the relation between the speaker and
the addressee on second person pronouns. These pronouns are referred as ‘familiar’ and ‘polite’, or
sometimes as T and V' forms (after French tu/vous):

(9) Gli infermieri ti/Le porteranno un bicchiere d’acqua.
the nurses you.FAM/you.POL will-bring a glass of-water

‘The nurses will bring you a glass of water.
These pronouns can readily be embedded:

(10) Hanno detto che gli infermieri ti/Le porteranno un bicchiere d’acqua.
have said that the nurses yOu.FAM/you.POL will-bring a glass of-water

‘They said that the nurses will bring you a glass of water.

Other examples of content-oriented markers are the honorifics of Japanese and Korean (so-called
referent or propositional honorifics).

Utterance-oriented markers of politeness. Korean marks the relation between speaker and
addressee and the formality of the utterance context with a group of sentence final particles tradi-
tionally called ‘speech style particles’ (such as formal, polite, plain, and intimate). These particles
also mark clause type. For example, the formal (deferential) speech style particle -supnita indicates
that the addressee is older or socially higher than the speaker, the context of utterance is formal,
and the sentence is a declarative.

(11) Ecey pi-ka o-ass-supnita.
yesterday rain-NOM come-PAST-DEC.FORMAL
‘It rained yesterday.

These speech style particles cannot be embedded, with one apparent exception to be discussed later:

(12) *Inho-ka [ecey pi-ka o-ass-supnita-ko] malhayss-supnita.
Inho-NOM [yesterday rain-NOM come-PAST-DEC.FORMAL-COMP]| said-DEC.FORMAL
Intended meaning: ‘Inho said that it rained yesterday.

13
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Other examples of utterance-oriented markers are allocutive agreement, Japanese -mas, addressee
agreement in Jingpo discussed by Zu (2018), and some of the discourse particles of West Flemish
and Romanian as described by Haegeman and Hill (2013).

Little c. We have proposed that information about the speaker-addressee relation is encoded with
the features [status] and [formal] in a functional category labeled “little ¢” (for context, Portner
et al., to appear). The feature [formal] has values & and [status] has values that relate the speaker
and addressee, e.g. S<A.

This projection is closely related to the Speech Act projections/layers of Speas and Tenny (2003),
Miyagawa (2012), Haegeman and Hill (2013), Zu (2018), etc. We have argued that c¢P cannot be
embedded and provided a semantic explanation for this restriction.

Evidence from Korean about the syntax of cP. We argue that Korean has two classes of
particles within those traditionally called ‘speech style particles’:

e The plain particles do not mark a relation between speaker and addressee, and can only be
used when the speaker doesn’t have a specific, direct interlocutor. They are commonly used
in newspaper articles, personal diaries, professional journals, mottos and protest cries.

(13) Mwun taythonglyeng-i pwukhan-ul pangmuwnha-ess-ta.
Moon president-NOM North.Korea-ACC visit-PAST-DEC.plain

‘The President Moon visited North Korea.

e Speech style particles other than the plain particles mark the relation between speaker and
addressee (cf. (11)), and can only be used when there is a specific, direct interlocutor. We
refer to these particles simply as speech style particles, and we refer to an addressee who
is a specific, direct interlocutor of the speaker as an INTERLOCUTOR-ADDRESSEE.

e In our previous work, we have argued that the particles traditionally associated with the
“plain style” (-ta, -nya/-ni, -(u)la/-ela) actually represent two combinations of features. As
(true) plain particles, they only indicate clause type, while as (plain) speech style particles,
they also encode the speaker-addressee relation.

The two types of particles differ in embedding:

e Plain particles can be embedded, as shown in (14).

(14) [Mwun taythonglyeng-i pwukhan-ul pangmuwnha-ess-ta-ko] Yenhap
Moon president-NOM North.Korea-ACC visit-PAST-DEC.plain-cOMP Yenhap
nyusu-ka onul potoha-ess-ta.

News-NOM today report-PAST-DEC.PLAIN

‘The Yenhap News reported today that President Moon visited North Korea.

e Speech style particles cannot be embedded, as we saw in (12).

14
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In Portner et al. (to appear), we argue that speech style particles (apart from the plain particles)
realize both SentMood and c, and encode the relation between speaker and interlocutor-addressee
with the [status] feature in c.

Hence, a sentence like (11) would contain the cP projection, as shown in (15):

(15) Speech style particles
cP

/\

SentMoodP C
/\ [status: S<A ]
[formal: +]
TP SentMood

A [s-mood: DEC]

P T

AN

In contrast, the plain speech style particles lack cP and realize only SentMood. Hence, the clausal
structure of sentences such as (13) is as shown below:

(16) Plain particles
SentMoodP

TN

TP SentMood

A [s-mood: DEC]

P T

AN

e cP cannot be embedded (we’ll discuss why below). Hence sentences with speech style particles
cannot be embedded (as in (12)).

e SentMoodP can be embedded. Hence sentences with plain particles can be embedded (as in

(14)).

3 Semantics of the speaker-addressee relation

Our semantic analysis has four key ideas:

1. A component of the discourse context, the PARTICIPANT STRUCTURE, represents social/hier-
archical relation between the speaker and interlocutor-addressee.

2. The [status] feature establishes the relation between participants in the participant structure.

15
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3. The [formal] feature encodes information about which actual social relation is being repre-
sented.

4. Phrases which update the participant structure have a meaning in the “politeness dimension”
7, and they cannot be embedded. Our analysis of these properties is closely related to prior
work by Chierchia (1984), Potts and Kawahara (2004), Potts (2005), and McCready (2014).

The social meaning conveyed by [status] is “performative”; in that using it counts as an attempt
to create the social relation it indicates. We can see this in the following examples:

e Pretense

(17) Mom: Inho-ya, onul sihem cal poass-ni?

Inho-VOC.INTIMATE, today test well done.INT.INTIMATE?
‘Inho, did you do well on the test today?’

Inho: Ney, emma. 100 cem pat-ass-eyo.
Yes, mom. 100 point receive-PAST-DEC.POLITE
“Yes, mom. I got 100!

Mom: Wa! Cengmal? Cham calhayss-eyo!
Wow! Really?  Indeed well.done-DEC.POLITE
‘Wow! You did really well!’

e Showing deference

(18) Boss: Kim tayli, onul hoyuy ilceng-i ettehkey toy-pnikka?
Kim tayli. TITLE, today meeting schedule-NOM how become-INT.FORMAL
‘Assistant Kim, what is today’s meeting schedule?’
Kim: Ney, thimcangnim. onul 3 si-ey makhething hoyuy-ka iss-supnita.
Yes, boss.

today 3 o’clock-at marketing meeting-NOM exist-DEC.FORMAL
‘Yes, boss. Today there is a marketing meeting at 3 o’clock’

e Shift to intimacy (continuation of (18))

(19) Boss: Kuntey onul cenyek-ey yaksok iss-e?

By.the.way today evening-at plan  have-INT.INTIMATE
‘By the way, do you have any plans for this evening?’

Kim: Aniyo, eps-supnita.
No.  not.have-DEC.FORMAL.
‘No. I don’t”

Boss: Yaksok epsumyen cenyek-ina kathi  ha-lkka?
plan  have.not.if dinner-or.something together do-INT(SUGGEST).INTIMATE
‘If you have no plans, shall we have dinner or something?’

16
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A formal model of the participant structure in discourse.

(20) The context c is a pair (P, cs), where:
i. the participant structure P is a triple (J, O, h), where
e J is an n-tuple of individuals (n > 1), the participants,
e O is an ordered set (NN, <) with n members,
e h is a function from J to subsets of NV;

ii. es is the context set, a set of tuples (z,y, t, w)

Figure 1: The participant structure

The status feature denotes a function of the same kind as h. For example (21a) is the semantics
[status: S<A], and it goes into the politeness dimension 7:

a. [ [status: S<A]]™ = h:h(P1) = {N1} and h(P) = {N2}
b. [[ [status: S>A] ]]ﬂ- =h: h(Pl) = {NQ} and h(PQ) = {Nl}
c. [ [status: S<A]]™ = h: h(Py) = {N1} and h(P2) = {N1, Na}

(21)

When contextual update occurs, it sets the relation A in the participant structure to the one in the
sentence’s politeness dimension:

(22) For utterance u of a declarative cP ¢,
i. If the speaker of u = Py, set h in the participant structure to [ ¢]":
o cHu={{(J.,Oche),cs'), where
he = [ o],
— e’ =cs.N[o]"
ii. If the speaker of u = P, set h in the participant structure to switch([ ¢]7):
o cHu={{(J.Oche),cs'), where
he = switch([ ¢]7),
— ¢s' = cs. N switch([ ¢]7)

See example in Figure 2.

17
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P1 P2 Pl P2
—_— ] —_— —_— \
P1: [S>A] P2: [S<A] P1: [S<A]

Figure 2: Updating the participant structure

Embeddability. In our recent work, we argue that a phrase with the type of “performative”
meaning just described cannot be embedded. Thus, a cP with [status] cannot be embedded, but a
clause lacking cP can be. To explain why content-oriented markers can be embedded, we propose
that the [status] feature is interpreted only in the root ¢ and, like person features (Baker 2008,
Kratzer 2009), appears on the pronouns through agreement, as illustrated below for tu in Italian.

(23)
cP

/\

Speaker c

/\

Interlocutor; c

[author: —] A

C; .
[status: S>A; | A
[formal: — |

/!

/

[author: —]

Formality and the interpretation of the participant structure. The hierarchical relation
modeled by the participant structure has to be linked to some actual social relation between the
participants. We achieve this with the following ALIGNMENT PRINCIPLE:

(24) Alignment between participant structure and context set. For every context ¢
such that cs. entails that there is a unique most salient social relation H involving the
participants in the conversation, the ordering assigned to the participants in the participant
structure in c¢ is compatible with H.

In some cases, the alignment principle will simply reflect an salient relation already established in
the context, while in others the use of form which marks the relation can cause a different hierarchy
to become the most salient.

The alignment principle allows us to give a semantics for the [formal] feature.
1. Formality can be seen as a property of the salient social relation H. For example, a relation

between boss and employee or between teacher and student would typically be [formal: +],
whiletherelation betweenaparent and child would be [formal: —].

18
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2. Formality and hierarchy can become closely related in context. The pronouns of Italian and
other European languages can sometimes be better described as highlighting the formality or
informality of the relation, where informality is typically associated with a less hierarchical
situation (and hence hierarchy becomes moot). Similarly, the use of formal style in (18) is
claimed to highlight the formality of the situation, while the hierarchy which is marked is
largely pro forma.

3. Formality is closely related to other psychological and sociopragmatic concepts, such as affec-
tion, social distance, and autonomy. (By autonomy, I mean the extent to which the expecta-
tions associated with a relation can be negotiated by the participants themselves, as opposed
to being fixed in the broader culture.) Ultimately, it might be useful to allow different compo-
nents of the participant structure to “activate” in specific situations in the manner suggested
by Eckert (2008).

4. Tt is difficult to know how to draw the line between what is encoded within the grammar, and
what is outside the grammar but indirectly connected to it.

Social relation as a modal notion. It is useful to think of the social relation H in modal terms.
When H (a,b) represents the “boss-of” relation between a and b, we understand that a has certain
powers over and responsibilities towards b, and vice versa. For example, if a issues a directive Come
into my office! towards b, then b must come into a’s office, and if b does not do so, a has the right to
discipline b. But if H represents the “friend-of” relation, the powers and responsibilities are quite
different.

1. These points suggest that H(a,b) is a deontic conversational background (Kratzer 1981), a
function from worlds to sets of propositions. Thus, if a is b’s boss in w, then Hyp,ss(a,b)(w
entails ‘if a tells b to come into a’s office, b comes into a’s office.

2. H is a formal social relation when it is only dependent on the roles of ¢ and b as defined by
society at large. For example, Hpogs(2,y)(w) gives the same set of requirements for x and y
no matter who = and y are, provided that x is y’s boss in w.

3. Different social relations have different properties as relations.

(a) “Boss-of” is antisymmetrical: If Hp,gs(x,y)(w) is defined, then Hyp,gs(y, x)(w) is unde-
fined.

(b) “Friend-of” is symmetrical: If Hjpienq(,y)(w) is defined, then Hjpienq(y, z)(w) is also
defined.

4. We hope to be able to define the relevant hierarchical [status] relations like [S>A] and [S=A]
in terms of these types of properties of the social relations.

If the modal approach is correct, then the participant structure serves as an interface point be-
tween the categorical information marked by features in ¢ and the properties of social relations
(conversational backgrounds) that speakers need to evoke.

19
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4 Analysis: embedded imperatives lack cP

Now we are going to give an analysis on the restrictions on embedded imperatives based on the
ideas outlined above pertaining to speech style and jussives.

Our main ideas are captured in the following claims:

e As with the declarative clauses discussed above, imperatives can be embedded when they lack
cP and cannot be embedded when they contain cP.

e In some languages but not others, the presence/absence of ¢ in an imperative clause leads
to a major difference in morphosyntax that affects whether the variant without c is called
“imperative” in traditional descriptions.

What we will argue in this section is that both Korean and Italian have sentences where Jussive
combines with c, and sentences where Jussive occurs without ¢, and that only the ones without
¢ can be embedded. In some cases, we call the latter case an “imperative” (Korean plain style
imperative), while in others it takes on a form that is traditionally not described this way (Italian
infinitival directive).

There’s much more to do than can be done here to make these ideas completely precise in syntactic
terms. Crucially, we need some further assumptions about pronouns:

e Overt second person pronouns (in Korean and Italian) represent both [author: —] and [status],
and because of this they must refer to a specific addressee (i.e. an interlocutor of the speaker
towards whom a [status] relation can be marked).

e A null pronoun can represent [author: —] in the absence of [status], and in such a case is used
when the addressee is nonspecific/generic (i.e. not an interlocutor).

4.1 Korean

1. An imperative that marks speech style has both ¢ and Jussive:
(25) Nayil wuli cip-ey  o-si-eyo!
tomorrow our house-to come-HON-IMP.POLITE

‘Come to my house tomorrow!’

In the structure for (25) shown in (26), ¢ has a status feature [status: S>A] and Jussive has
[author: —] and it binds and agrees with the subject.

(26) Imperative with a speech style particle in Korean

20
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cP
JussiveP c
/\ [status: S<A]
SentMoodP Jussive;

/\ [author: —]

TP SentMood

A [s-mood: TMP]

P T

AN

Because of presence of the [status] feature, this structure cannot be embedded:

(27) *Inho-ka nayil cip-ey  o-si-eyo-ko malhayss-supnita.
Inho-NOM tomorrow house-to come-HON-IMP.POLITE-COMP said-DEC.FORMAL
Intended meaning: ‘Inho said come to his house tomorrow.

2. An imperative with a plain particle (normally used in writings, mottos or protest cries)
contains Jussive but not c:

(28) mithwu-ey ungtapha-la!
#metoo-to respond-IMP.PLAIN

‘Respond to #metoo!” (to the government or a company)
(29) Imperative with a plain particle in Korean

JussiveP

/\

SentMoodP Jussive

/\ [author: —]

TP SentMood

A [s-mood: IMP]

oP T

AN

Because it lacks ¢ with the [status] feature, it is possible in both root and embedded clauses:
(30) Inho-ka mithwu-ey ungtapha-la-ko malhayss-supnita.

Inho-NOM #metoo-to respond-IMP.PLAIN-COMP said-DEC.FORMAL
‘Inho said respond to #metoo!’
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3. As mentioned, we assume that a second person pronoun in Korean ne marks both [author:
—] and [status] (cf. Portner et al., to appear).

Prediction:

e a second person pronoun is possible when c is present (with same [status] value).

e a second person pronoun is not possible in the absence of c.

This prediction is correct:

(31) Ne(-nun) nayil wuli cip-ey  o-alal
you(-TOP) tomorrow our house-to come-IMP.TRUEPLAIN

“You come to my house tomorrow’

(32) *Ne(-nun) mithwu-ey ungtapha-la!
you(-TOP) #metoo-to respond-IMP.PLAINSTYLE

Intended meaning: ‘You respond to #metoo!” (to a specific person)

4.2 TItalian

1. Two subtypes of imperatives mark the speaker-interlocutor relation:

The canonical imperative marks the ‘familiar’ (tu-form) relation:

(33) Porta-mi lacqua. (canonical imperative)
bring.IMP-me the-water

‘Bring me the water.’

The structure contains both ¢ and the Jussive head, which binds and agrees with the sub-
ject. We propose that in Italian canonical imperatives, J+c is a single head, hosting both
[status: S>A] and [author: —]:

(34)

cP

c
[status: S>A;]

JussiveP

Jussive; TP

[author: —] A
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T raises to J+c, resulting in the canonical imperative verb form.

The subjunctive polite imperative marks the ‘polite’ (Lei-form) relation:

(35) Mi porti lacqua, per favore. (polite imperative)
me bring.SUBJ the-water for favor

‘Would you bring me the water, please’

This structure contains ¢ with [status: S<A], and J, which brings in the [author: —] feature
and binds the subject. As with the canonical imperative, J and ¢ constitute a single head.
However, in this case T does not raise and c+J selects the subjunctive form. (We don’t know
why T does not raise; maybe something to do with the “fake” third person feature.)

(36)

cP

c
[status: S<A;]

JussiveP

Jussive; TP

[author: —] /\

The canonical imperative (33) cannot be embedded — as expected, given the presence of c:

(37) *Ha ordinato porta-mi lacqua.
has ordered bring.IMP-me the-water

Intended meaning: ‘He/she has ordered that you bring me the water.’

As for the polite imperative, it is hard to tell if it can be embedded. We assume it cannot,
and that (38) contains a regular subjunctive without Jussive and c.

(38) Ha ordinato che mi porti lacqua.
has ordered that me bring.SUBJ the-water

‘He/she ordered that you bring me the water’

What is striking is that (38) loses the restriction that the subject of the subjunctive be the
addressee: in this case, it could be another person as well.

(We can’t offer direct evidence on whether the polite imperative either can or cannot be
embedded, since it would look just like the type of regular subjunctive we already know to be
embeddable in the same position.)
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2. An imperative-like meaning that is not directed towards a specific addressee is expressed with
an infinitive. This form corresponds to the Korean nonspecific plain form imperative (28).

(39) Rispettare I’ambiente. (infinitival directive)
respect.INF the-environment

‘Respect the environment.

This form contains Jussive but not c. We propose that J here selects infinitive T, which raises
to J.

(40)
JussiveP

Jussive; TP

[author: —] /\
T 2
N

. *tui...

(In principle, we expect that the form in (40) is embeddable. It’s difficult to tell, though,
since they have the same PF form as a regular control infinitive. Examples would have a form
like She told him to leave, where the embedded subject must be the addressee of the reported
speech act, but such examples can be handled by control theory.)

3. As with the Korean (32), the form without ¢ (the infinitival imperative) cannot contain a
second person pronoun:

(41) Dopo l'esame, restituire le calcolatrici agli — insegnanti.
after the-exam return  the calculators to.the teachers

‘After the exam, return the calculators to the teachers.

(42) *Dopo l'esame, restituire le calcolatrici ai tuoi insegnanti.
after the-exam return  the calculators to.the your teachers

Intended meaning: ‘After the exam, return the calculators to your teachers.

(43) Dopo l'esame, restituire le calcolatrici ai propri insegnanti.
after the-exam return  the calculators to.the own teachers

‘After the exam, return the calculators to one’s own teachers.

This restriction follows on the assumption that both polite and familiar second person pro-
nouns mark [status], which enters the derivation in c.
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5 Summary

1. We pursue a new idea about why there are restrictions on embedding imperatives. We propose
that imperatives often encode expressive information about the speaker-interlocutor relation,
and that sentences with such meaning cannot be embedded. (It’s not their directive illocu-
tionary force which prevents embedding, contra Han 1998, etc.)

2. We discussed the case of Korean, and proposed that imperatives can be embedded because
the language makes available an imperative form that does not mark the relation between the
speaker and interlocutor-addressee.

3. We explain why imperatives cannot be embedded in languages like Italian by tying the canon-
ical imperative form to a feature that does mark such meaning.

4. We drew a connection between the Korean plain form and the Italian infinitival directive.
These sentences have several properties that follow from our analysis: their “generic addressee”
meaning, a prohibition on second person pronouns, and embeddability.
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Norms, discourse, and causation

Aynat Rubinstein (Hebrew U. Jerusalem)

Causal judgment shows sensitivity to norms in the sense that what is morally good,
legally required, or epistemically expected affects our intuitions about what count as
possible and impossible causes. Although it shines through in our intuitions about
causative statements, the normative aspect of causation has been argued to have dubious
theoretical status. In this talk, I explore connections between degrees of modal necessity
and causality that may offer a way to ground the normative component of causal

language in a more solid foundation, relying on the status of norms in discourse.
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Social Knowledge and Semantic Content

Elin McCready

In linguistic discussions of honorification, the main topic tends to be honorific morphology
(as in Japanese) or, occasionally, particles (as in Thai). Phenomena like titles and the use of
information about profession and social role is less discussed. This talk focuses on what I call
role honorifics, where information about prestige and social position are used to perform
(anti)honorification. I argue for an expressive treatment, where titles and pronominally used
nominals introduce information relevant to social roles to not-at-issue content; this content is
then used to derive honorific effects via alterations in the current register as a result of
nonmonotonic inferences about language use. The analysis is then applied to the role of

normative gender in pronominal interpretation.
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Epistemic questions in
Korean and Japanese

Yukinori Takubo
NINJAL
ytakubo@ninjal.ac.jp

1.1 A ‘future’ marker -l kes-i- under epistemic reading
cannot be used in true questions (Korean)

1) a Nayil na-nun Seoul-ey ka-| kes—-i—pni-ta. (Volitional)

tomorrow I-TOP ~ Seoul-to go-| kes—i—HON-IND
“I'will go to Seoul tomorrow.”

b.  Nayil-un pi-ka o-1 kes—i—pni-ta.  (Epistemic)
tomorrow=TOP rain-NOM come~-I kes=i-HON-IND
“(I'think) it will rain tomorrow.”

a. Nayil tangsin—un ol kes—i—pni-kka?

(Volitional)
tomorrow you-TOP come-| kes—-i-HON-Q
“Are you commg tomorrow’7

b. » Nayil-un —ka o-1 kes—i—pni-kka? (Epistemic)
tomorrow-TOP ram NOM come-| kes—i-HON-Q

“(Do you think) it will rain tomorrow?”

1.2. Japanese hazu (=must) cannot be
used in true questions either

H i (4) a. Zimen—-ga nureteiruhazu-desu.
é’i}y The speaker greets a farmer who is looking up at the SroUndNOM  boowet hasb-COPHON
' “The ground must be wet.”
a.  Nayil pi—kao—keyss—supni—kka? > :22:321& Inn: labsenrt'azu’deshtzu*COP HON
tomorrow rain-NOM come-keyss—HON-Q “Yamada must be absent.”
“\ AL : . » (5) a. ?? Zimen-ga nureteiruhazu-desu-ka?
Will it rain tomorrow? ground-NOM  bewet hazu-COP.HOM-Q
i myie _ —vOo? “The ground must be wet.”
b. Nayil pi-kao-I  kka-yo? b.??  Yamada-wa inai hazu-desu-ka?
tomorrow rain—-NOM come-I  Q-HON Yamada-TOP  be.absent hazu-COP.HON-Q
CIYYITE . ” “Yamada must be absent.”
Will it rain tomorrow?
1.3. Point of view shift in questions
(6) a. He will be admitted to SNU. (‘I think he will be...") (4) a Zimen-ga nureteiru  hazu-desu.

b. Will he be admitted to SNU? (‘Do you think he will be-+-")

Point of view shift in will

Affirmative sentence
compatible with the knowledge of the speaker

Interrogative sentence
compatible with the knowledge of the hearer

ground—-NOM be.wet hazu-COP.HON
“The ground must be wet.”

(5) a.?? Zimen—-ga nureteiru hazu-desu-ka?
ground-NOM be.wet hazu-COP.HON-Q
“The ground must be wet Q"

Takubo and Kim (2009) attem Pted to explain the contrast in (4) (5) in
terms of the point of view shift he lack thereof, namely,
stipulating that epistemic necessity modals do not allow de\ctlc shift.

Below we will take a close look at hazu-da and |g\ve a principled
account for their stipulation based on the lexical semantics of hazu-da.
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2. Japanese hazu
2.1. “g—hazu-da” signals that g is a logical consequence of
some sort Takubo (2001, 2009)

(7)  “the ground is wet-hazu—-da’ (=(4a))
1.if it rains, the ground is wet
2. it rained
3. the ground is wet
(8)  “Yamada is absent-hazu-da’ (=(4b))
1. if x's travel document has been submitted,  x is absent
2. Yamada's travel document has been submitted
3. Yamada is absent

“q-hazu-da’ presupposes a certain set of premises A that make g true.
In the case of modus ponens P={ If p then g}, {p}
cf. Conversational Background ((given) “what we know”) (Kratzer 1991)

2.1. “g-hazu—da” signals that q is a
logical consequence of some sort

Also in cases where no causation is involved

(9) “Tanaka has got to Tokyo now-hazu-da”

1. Yamada left Tokyo to Kyoto at 8am and Tanaka left Kyoto
to Tokyo at 8am

2. Yamada has just got to Kyoto now
3. Tanaka has got to Tokyo now

“g-hazu” presupposes some set of propositions Pthat make g true.

2.2. “g—hazu?” is ruled out because of self
contradiction

Ingredient 1. “the ground is wet-hazu”

Suppose we all know: if it rains, then the ground is wet
premise consequence

1. if it rains, the ground is wet -+ we all know
2. it rained -+ premise observed
3. the ground is wet -~ consequence drawn
— “the ground is wet-hazu—-da”
(under normal circumstances) (Kratzer 1981, 1991, 2012)

Ingredient 2. Yes/No-questions: partition (Groenendijk & Stokoff 1984)

(10) Is it raining now?
Whrain® a set of possible worlds
in which it is raining now
Whot-rain: @ set of possible worlds
in which it is not raining now
W the set of all possible worlds
w
(11) Are we in Wrain OF Wiot-rain?

2.3. “q—hazu?” is ruled out because of
self contradiction

“the ground is wet-hazu?” - (a)
1 if it rains, the ground is wet - (b) we all know
2 it rained -+ (c) premise observed

the ground is wet -+ (d) consequence drawn

— “the ground is wet-hazu’
(under normal circumstances) (Kratzer 1981, 1991, 2012)
1. “a-hazu?” (a) presupposes a set of propositions (b)(c)

that make q true- hazu, (P-hole)

2. “a-hazu? (a) ~> "Arewein Wg or inW=g, " - yes/no-Q
3 P (b)(c) entails q (d). 2 presupposes you don't know the answer.
Therefore:

* “a-hazu?" is not a legitimate question

3. Japanese noda .
3.1. noda (nominal complementizer+copula) saves “q-
hazu?”

(12) a.??  Zimen-ga nureteiru hazu-desu-ka?
ground-NOM  be.wet hazu-COP.HON-Q
“The ground must be wet.”

b.??  Yamada-wa inai hazu-desu-ka?
Yamada-TOP  be.absent hazu-COP.HON-Q
“Yamada must be absent.” (=(2))
(13 a Zimen-ga nureteiru hazu-na-nodesu—ka?

ground-NOM  be.wet hazu-COP.ADNOM-noda.HON-Q
“The ground must be wet.”
b. Yamada-wa inai hazu-na-nodesu-ka?
Yamada-TOP  be.absent hazu-COP.ADNOM-noda.HON-Q
“Yamada must be absent.”
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3.2. noda can trigger abduction (Takubo
2009)

Suppose we all know: if it rains, then the ground is wet

premise consequence
Deduction: By observing the premise(s), you draw the consequence.
if it rains, the ground is wet -+ we all know
it rained -+ premise observed

the ground is wet -+ consequence drawn
— “the ground is wet-hazu”

Abduction: By observing the consequence, you hypothesize (one of) the premise(s).

if it rains, the ground is wet -+ we all know
the ground is wet -+ consequence observed
it rained ++ premise hypothesized
- “it rained-noda”

3.3. “q—hazu—-(na)-noda?” is a question
about (one of) the premise(s)

By adding nodato “g-hazu?”, you can ask what g presupposes.
Someone with very few experiences of rain says;
(15) Zimen-ga nureteiru hazu-na-nodesu-ka?

ground-NOM wet  hazu-COP.ADNM-noda.HON-Q

“Is it true that (in this country if it rains (usually))

the ground is wet?” meaning “Is that what you would expect?”

if it rains, the ground is wet — asking this part
it rained
the ground is wet

3.3. “g—hazu-(na)-noda?” is a question
about (one of) the premise(s)

By adding nodato “a-hazu?”, you can ask what g presupposes.
Someone who doesn’t know what’s going on in the admin office says:

(16) Yamada-wa inai hazu-na-nodesu—ka?
Yamada—-TOP be.absent hazu-COP.ADNM-noda.HON-Q
“Is it true that (Yamada’s travel document has been submitted
and thus) he is absent?”

if x's travel document has been submitted, x is absent
Yamada's travel document has been submitted <« asking this part
Yamada is absent

3.3. “q—hazu—-(na)-no?” is a question
about (one of) the premise(s)

“Yamada is absent-hazu-na-no?”
if x's travel document has been submitted,  x is absent
Yamada'’s travel document has been submitted <« asking this part
Yamada is absent

“q-hazu—(na)-no?” is a question about one of the premises
If p, thena, pl=q
~> “p or ~p, which one is it?”

Therefore:
“a-hazu-na-no?” is a legitimate question
“wide scope interpretation of noda”

4, Korean —I kes—i—
4.1, Korean “g-1 kes—i—" patterns with “q-
hazu”

~I kes—i- when used as epistemic modal cannot be used as true questions.

a7 a. Nayil na-nun  Seoul-ey ka-l kes—i—pni-ta. (Volitional)
tomorrow I-TOP  Seoul-to go-I kes—i-HON-IND
“I will go to Seoul tomorrow.”
b. Nayil-un pi-ka o=l kes—i-pni-ta. (Epistemic)
tomorrow-TOP  rain-NOM come-1  kes—i~HON-IND
“(1 think) it will rain tomorrow.”
(18) a. Nayil  tangsin-un ol kes—i-pni-kka?  (Volitional)

tomorrow you-TOP come-I  kes-i-HON-Q
“Are you coming tomorrow?”
b.x Nayil-un pi-ka -l kes-i-pni-kka?  (Epistemic)
tomorrow-TOP  rain-NOMcome-1 ~ kes-i-HON-Q
“(Do you think) it will rain tomorrow?”

4.1. Korean “g-l kes—i—" patterns with “g-
hazu”

“g-1 kes=i=" expresses ‘logical consequences’ just like “g—hazu” and
presupposes that there are premises from which g can be deduced.

(19)  Pi-ga o-l  kes=i-pni-ta.

rain-NOM come-| kes—i-HON-IND
“It will rain.”
if there are halos around the moon, it will rain
there are halos around the moon
it will rain
“g-I kes=i=" in this use cannot be questioned because it is interpreted that

you are guestioning what you just deduced, i.e. you are denying your
presuppositions.
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4.2. “g-1 kes—i—“ cannot be made into a
meta—question(i.e. a question about the
premises)
(20) * Pi-kao-I kes—i—pni-kka?

rain-NOM come-| kes-i—HON-Q

“(Do you think) it will rain?”

To ask a guestion about the premises in Japanese, nodais used
to expand the scope to include premises.

This js impossible in Korean because of the morphological make-
p of -l kes—i-.

4.3. Meta—questions in Korean can be formed by
attaching —nun kes-i- for present and —n kes—i- for

past eventualities.

(21) a. Pi-kao—nun  kes-i-pni-kka?
rain—-NOM come—-PRES.ADNOM kes—i-HON-Q
“You have an umbrella with you (because it will rain)?”
b.  Pi-kao—n kes—i-pni—-kka?
rain—-NOM come—-PAST.ADNOM kes—i-HON-Q
“You are all wet (because it rained)?”

4.3. Meta—questions in Korean can be formed by
attaching —nun kes—i— for present and —n kes—i— for
past eventualities.

Morphologically =] kes=i- forms a paradigm with these meta—markers
even though it’is fully grammaticalized to become a modal auxiliary.
So it cannot be followed by these meta—markers. (Notice that for copula
—i the present adnominal form is =n and past adnominal form is —ten.)

(22) a . Pi-ka o-I  kes=i-n kes—i-pni-kka?
rain-NOM come-| kes—i—-PRES.ADNOM kes—i-HON-Q
Int. “Is it because it will rain(that you have an umbrella with you)?”
b.» Pi-ka o-l kes-i-ten kes—i-pni-kka?
rain-NOM come-| kes—i—-PAST.ADNOM kes—i-HON-Q
Int. “Is it because it rained(that you are all wet)?”

There are some marginal differences between Korean =| kes—i= and Japanese
hazu, such that the former can marginally be used to ask a deity or scientists,
who can control rain-fall. Hazu cannot be used in such cases.

5. Extensions or Remaining Issues: Other
modals and evidentials
5.1. kamosirenai (possible, epistemic)

« In epistemic use, conditional premises are involved, kamosirenai
patterns with hazu-da

(28) _If it rains in Sizuoka, it could rain in Tokyo in one hour (we all
know)

It is raining in Sizuoka now

It will rain in Tokyo in one hour-kamosirenai
(24) _If it rains in Sizuoka, it could rain in Tokyo in one hour (we all
no

It is raining in Sizuoka now

*It could rain in Tokyo in one hour-kamosirenai?

~ It will rain in Tokyo in one hour—kamosirenai-no?
no must be used so that g can ask the premises

5.2 kamosirenai (possible, non—epistemic)

In non—epistemic use, no conditional premises are involved,
thus “g-kamosirenai?” asks a simple possibility

In other words, nothing relevant is present in Common Ground for
non-epistemic use of ~q—kamosirenai?

Someone who doesn’t know anything about the weather today
says:

(25) Kyoo-wa ame-ga  furu-kamosirenai-desu—ka?
today-TOP rain-NOM fall-possible-COP.HON-Q
“Is there a good possibility that it will rain today?”

6. evidentials

sooda (heasay)
(26) ame ga huru soodesuka ?
(You hear from someone that) it rains-sooda?
=Did you hear from someone that it is going to rain?
yooda (look as if)
(27) ame ga huru yoodesuka ?
(From the look of the sky) it rains—yooda?
=Is the look of the sky such that it is going to rain?
rasii (hearsay, seems)
(28) ame ga huru rasiidesuka ?

(You hear from someone or the current situation is such) that it rains—rasii?=(Did you
ear from someone or the current situation is a typical case such that)

it is going to rain?
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—sooda (circumstantial)

(29) ame ga huri soodesuka ?
(From the look of the sky it is likely that) it rains—sooda?
=ls the look of the sky such that it is like to rain?

6. Evidential: Korean —| kes kath—ta

« Pi-ga o-1 kes kath—sup—ni—ta.
(From the look of the sky) it is going to rain.

« Pi-ka o-1 kes kath—sup—ni—kka?
(Is the look of the sky such that) it is going to rain?

Meta-question about the conversational background (the
look of the sky).

7. Summary

non-epistemic modals = no conditional premises are involved
Q - asking simple possibilities

evidential modals = abduction involved
Q - asking presuppositions (Takubo 2009, Saito 2006)

epistemic modals = conditional premises are involved

Q > asking what you already know and leads to
contradiction

(i.e. partition for yes/no—Q is not available)
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Psychological Origos and Levels of Deixis

Seungho Nam (Seoul National University)

1. INC and psych predicates: Data

Korean has a constraint on the tense and the subject in psych sentences:
(1) a. na-nun mucheok cilwuha-e [U= F3 A F3| ]
I-Top very.much bored-Decl
‘T am very much bored.’
b. *Koni-nun mucheok cilwuha-e [*7o]= F& A F3] ]
K-Top very.much bored

‘Koni is very much bored.”

rlr

¢. Koni-nun mucheok cilwuha-ess-e [Aole 73 AT o]
K-Top very.much bored-Past-Decl

‘Koni was very much bored.’

(2) a. Na-nun ttena-ko.siph-e [V wuba #4lof]
I-Top leave-BoulM-Decl (BoulM = bouletic modal)
‘T would like to leave.’
b. *Koni-nun ttena-kosiph-e [*710]= WUl *41 o]
K-Top leave-BoulM-Decl ~ (BoulM = bouletic modal)
‘Koni would like to leave.’
¢. Koni-nun ttena-kosiph-ess-e  [70]= wipa 21910
K-Top leave-BoulM-Past-Decl

‘Koni wanted to leave.’

I-and-Now Condition [INC]:

The subject of psych predicates and bouletic modals should be the first person in the present tense.

Epistemic modals reverses the acceptability of psych sentences:
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(3) a. *na-nun mucheok cilwuha-keyss-e  [*Ue= (RF) F& A F345001 ]
I-Top very.much bored-Decl
‘I might be very much bored.’
b. Koni-nun mucheok cilwuha-keyss-e  [Ho]& F2 A F3}5001 ]
K-Top very.much bored
‘Koni might be very much bored.’

Japanese also has a similar constraint (Kuroda 1973)
(4) a. *Mary-wa sabishii-yo
M-Top  lonely-PRESENT-YO
‘Mary is lonely-YO.” [YO = “reportive style”]
b. *Mary-wa atukatta-yo
M-Top hot-Past-YO
‘Mary was hot-YO.’
c. Watashi-wa samui-yo
I-Top cold-YO
‘T am cold.’
(5) Mary-wa sabishii-no.da
M-Top lonely-NO.DA
‘Mary is lonely.’

—*“This constraint is lifted under evidential markers on the clause or the verb and also in nominalized

clauses.” (Tenny 2006)

Korean has a rich set of complex psych predicates which consist of a psych noun and a deictic

verb - ‘come’ or ‘go’.

[psych noun + ‘come’/*go’]
ihay ‘understanding’ + GO = ‘understand’

coleum ‘drawsiness’ + COME = ‘get sleepy’

(6) a. Na-nun Jini-ka ihay-ka ka-(ass)-ayo [V} Zlo|7} o]a)7} 7}8/%k0) 2]
I-Top J-Nom understanding-Nom go-(Past)-Decl
‘I understand/understood Jini.’
b. Nay-ka coleum-i o-(ass)-ayo [W7} &&0] 9t8/%o1 Q]
I-Nom sleepiness-Nom come-(Past)-Decl

‘I am/was sleepy.’

(7)a. Koni-ka/hantey coleum-i o-ass-eyo [7°]7} &&0°] $ojL]
K-Nom/Dat sleepiness-Nom come-Past-Decl
‘Koni was sleepy.’
b. *Koni-ka coleum-i o-ayo [Aol7F &g°] <2k
K-Nom drowsiness-Nom come-Decl

‘Koni feels sleepy.’
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c. Koni-ka coleum-i o-keyss-eyo [ZA0]7} &&0] 2300] Q2]
K-Nom sleepiness-Nom come-EpistMod-Decl

‘Koni might feel sleepy.’

Q: What is the nature of the constraint INC?
Q: What determines the use of deictic verbs ‘come’ and ‘go’ in complex psych predicates?
Q: How can we account for the interaction between psych predicate and epistemic modals?

Further, what is the general dynamics of modal and deictic perspectives?

2. Psychological Origos

There are various types of “perspectives” involved in different levels of sentence structure.
We are particularly interested in the interaction among the “psychological” perspectives and

“deictic” referential perspectives.

(8) I am afraid he should come to your party.
- Speaker=Subject: Experiencer perspective, Spatial deictic perspective for come

- Hearer=[Specifier of party ]: Spatial deictic perspective for come
— Deictic elements (interlocutors) determine the perspectives in different levels of a sentence.

(A) Evaluator/Judge of Modality
- Epistemic, Deontic, Bouletic, Teleological, Purposive, etc.
- Mood and performatives: Dynamics between speaker and addressee

“Evaluator/initiator” of modal base, ordering source as well as common ground

e.g., rising declaratives: “adressee’s doxastic perspective” Gunlogson (2001, 2002), Farkas & Bruce (2010) -

presupposing that the addressee is committed to the content of the declarative, according to the common ground.

(B) Evidential origo
Evidentiality needs to be anchored by the evidence-learnerfacquirer who sees, hears, infers, reports, and so on.

The perspective-holder whose experience is purported to be expressed by an evidential

Evidentiality involve cognitive and perceptual experience, and refers to its perception by a conscious subject:

- The “conscious subject/experiencer” has been labeled in various ways in the literature: judge, experiencer
(Mushin 2001), evidential origo (Garrett 2001), witness (Speas 2004), observer (Aikhenbald 2004a), perceiver (Speas
2004), etc.

Evidentiality interacts with deixis.

(i) Evidential origo = speaker

- Often the perceptual subject is co-indentified with the speaker:
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- Evidentiality as a deictic category: marking relationships between speakers and events/situations.
(Cf. modality is defined often as denoting a speaker’s attitude or belief: epistemic, bouletic, deontic, etc.)
(i) Evidential origo # speaker

- Cross-linguistic research shows many languages use non-speaker’s evidentiality.

(C) Attitude holders for the complement clauses
Harry believes that Mary should come to the party.

- believe, know, hope, wish, realize, discover, surprised, etc.

(D) Judge for evaluative expressions
Bill often enjoys a tasty fast food.
- tasty/fun, etc. Farkas and Bruce (2010)

“speakers discourse commitment, i.e., doxastic perspective”

(E) Experiencer of psychological event/state
Children fear thunderstorm. [Experiencer — Stimulus]

The boy was cold outside.

(F) Logophoric reference
- anaphors, pronouns, definite descriptions, deictic expressions, etc.

Mary wants me to come to John’s party.

- Sells’ (1987) logophoric hierarchy: the referent of a logophoric pronoun can bear one of the three pragmatic
roles, which fall into a [typological] hierarchy: source >> self >> pivot

source: the one who makes the report

self: the one whose ‘mind’ is being reported

pivot: the one from whose physical point of view the report is made

(G) Perspective holder of appositives

speaker oriented vs. non-speaker oriented appositives

[Context: Chris and Ann are talking. Ann says:]

Ron, (who is) a government worker, hates the government.

(Barlew 2017: 296) “non-speaker oriented appositives”
(Amaral et al. 2007, Harris and Potts 2009)

(H) spatial perspectives
- Deictic motion verbs ‘come’ and ‘go’:

Mary wants me to come to John’s party.

- Deictic locatives (Nam 1995):
Mary ran through the forest (from here). [speaker’s perspective]
Come across the street (from there, the bus stop). [addressee’s perspective]

Mary is standing in front of/behind the tree (from here/there).
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Let us use the term ‘origo” for the various types of perspectives illustrated above, either
psychological or spatial ones.
— Origo is the origin of vector, from which the direction and the magnitude of the vector originate.

(cf. modal base, ordering source, degree of modal force)

Q: We want to see the interaction among the different origos in a sentence.

Q: How do the psychological and the spatial origos interwined

3. Origo inheritance: Holes, Filters, and Plugs

Speaker (the matrix spatial origo) may or may not control the origo of embedded modal/psych

domain.

(A) [[doxastic origo] under speaker]

9) a. Jini-nun Koni-ka o-ass-ta.ko mit-eyo [Kol& o7t gitkar ’lojg]
J-Top K-Nom COME-Past-Comp believe-Decl (from Jini’s/speaker’s perspective)
‘Jini believes that Koni has COME.’

b. Jini-nun Koni-ka ka-ass-tako mit-eyo  [Rlo]= Zd0]7} Zitha Woj Q]
J-Top K-Nom GO-Past-Comp believe-Decl (from Jini’s/speaker’s perspective)
‘Jini believes that Koni has GONE.’

—The doxastic domain of ‘believe’ is a hole for Speaker’s spatial origo. Thus the speaker may

control the spatial origo of the embedded event.

(B) [[experiencer origo] under speaker]

rIr
o
o
N
N
rfo
N

(10) a. Koni-nun Jini-ka phathi-ey o-unkes-i kippu-ess-eyo [Ae] 7o) 71Wo] Q]
K-Top J-Nom party-to COME-Nominal-Nom delighted-Past-Decl
‘Koni was delighted that Jini came to the party.’

(from experiencer’s/*speaker’s perspective)

rlr

b. Koni-nun Jini-ka phathi-ey ka-unkes-i kippu-ess-eyo [Kol= Ze)7F 7k Ao 7Moo 8 ]
K-Top J-Nom party-to GO-Nominal-Nom delighted-Past-Decl
‘Koni was delighted that Jini went to the party.’

(from experiencer’s/*speaker’s perspective)

— The experiencer domain of ‘delighted’ is a plug for Speaker’s spatial origo. Thus the spatial deixis

of the psych event is not governed by the speaker’s perspective.
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[[bouletic origo] under speaker]
(11)  a. Jini-nun Koni-ka ceypal o-ki-lul wenha-eyo
J-Top K-Nom please COME-Nominal-Acc want-Decl
‘Jini desparately wants Koni to COME.” (from Jini’s/*speaker’s perspective)
b. Jini-nun Koni-ka ceypal ka-ki-lul wenha-eyo
J-Top K-Nom please GO-Nominal-Acc want-Decl
‘Jini desparately wants Koni to GO.” (from Jini’s/speaker’s perspective)

— bouletic domain of ‘want’ is a filter for Speaker’s spatial origo. Thus the speaker may or may not

control the spatial origo of the embedded event.

Psychological/Experiencer Origo and Spatial/Speaker Origo

Three groups of constructions depending on inheritability of the matrix Spatial origo [Top-to-botton
inheritance]

Cf. Karttunen, Lauri (1973) ‘Presuppositions of Compound Sentences,’

—> three groups of predicates which block/pass/cancel the presuppositions of the complement clause:

plugs, holes, and filters [bottom-up projection]

(A) grammaticized modals are holes of Speaker Origo inheritance [come/go]

a The matrix S-origo controls the space of modal domain - control structures.
-tako.mit ‘believe’ - doxastic verb

-ko.shiph ‘would like’ (INC) - bouletic origo

-koca.ha ‘planning to’ (INC) - purposive origo

(B) lexical modals are filters of S-origo inheritance [*come/go] - plug for COME, hole for GO
a The matrix S-origo selectively controls the space of modal domain - mnon-control structures.

-ki.wenha ‘want’ - bouletic desire verb

(C) Psych verbs are plugs of S-origo inheritance [*come/*go]

a The matrix S-origo does not controls the space of modal domain - anti-control structures.
-esefkes-i kippu ‘delighted with/to’ (INC) - experiencer origo
-ulkka twulyep ‘afraid that’ (INC)

(D) Non-modal verbs are holes of S-origo ‘think’ a no origo-clash
-tako sayngkakha ‘think’ (no control)
4. INC and deixis in complex psych predicates
I-and-Now Condition [INC]:

The subject of psych predicates and bouletic modals should be the first person in the present tense.

(A) Psych verb constructions
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(12) b. *Koni-nun mucheok cilwuha-e  [*71©]
K-Top very.much bored
‘Koni is very much bored.’
b. *Koni-ka twuthong-i o-ayo [*Z1°]7} F&F°] 28]
K-Nom headache-Nom come-Decl

‘Koni has headache.’

(B) Bouletic modal context
(13) a. *Koni-nun ttena-ko.siph-e  [*71o]= wr}al *4l o]
K-Top leave-BoulM-Decl (BoulM = bouletic modal)
‘Koni would like to leave.’
b. Koni-nun ttena-ko.siph-ess-e  [71o]& WU 4]
K-Top leave-BoulM-Past-Decl

‘Koni wanted to leave.’

(C) Purposive modal context
(14) a. *Koni-ka ttena-koca-ha-eyo [*Z7do]7} wi}arz} 3]
K-Nom leave-PurpM-Decl (PurpM = Purposive Modal)
‘Koni intends to leave.’
b. Koni-nun ttena-koca.ha-ess-eyo [Aole Wy o)
K-Top leave-PurpM-Past
‘Koni intended to leave.’
c. na-nun ttena-ulla-(*ess)-eyo [Ue W' &/ HATH
I-Top leave-PurpM-(*Past)-Decl

‘I intend to leave.’

(D) Evidential context
1 Some psych verbs observe INC under an evidential domain.

e.g., cilwuha- ‘be bored’, chwup- ‘cold’, thongcung-i o- ‘feel pain’

(15) a. nay-ka cilwuha-te-la  [W7} A F3}E2H
I-Nom bored-Evid-Decl
‘I was bored-EVID.’
b. *nay-ka cilwuha-kess-te-la [*W]7} 2| F3}7H 2H
I-Nom bored-Epis-Evid-Decl
‘I might be bored-EVID.’

Some verbs do not observe INC under an evidential domain.

e.g., cip-ey ka- ‘go home’, molu- ‘not know’, al- ‘know’
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(16) a. *nay-ka cip-ey katela [*U]7} Fel 71 Eh
I-Nom home-to go-Evid-Decl
‘T was going home-EVID.’
b. Jini-ka cip-ey ka-te-la [Zo]7} Fell 71 2H
J-Nom home-to go-Evid-Decl
‘Jini was going home-EVID.’
(17) a. *nay-ka ku kes-ul molu-te-la[*U]7} IAS 22}
I-Nom that fact-Acc not.know-Evid-Decl
‘T didn’t know that fact-EVID.’
b. Jini-ka ku kes-ul molu-te-la [Fo]7} T1A& RE2rEH
J-Nom that fact-Acc not.know-Evid-Decl
‘Jini didn’t know that fact-EVID.’

Q: What is characteristics of the two classes of predicates?

(A) INC predicates: requires IstpersonsubjectinpresenttensesentencesunderEvidentialdomain.

cilwuha- ‘bored’, kothongsuleop- ‘painful’, chwup- ‘cold’, colli- ‘sleepy’, kippu- ‘delighted’, twulyep-
‘fearful’, sulphu- ‘sorrow’, kulip- ‘longed for’, sangsimha- ‘broken-hearted’, kominha- ‘distressed’, nukki- ‘feel’,
kamdongha- ‘be touched’, kkaytat- ‘realize’, somangha- ‘hope’, kyengilop- ‘amazed with’ etc.

— The above psych predicates refer to a state which should be perceived by inward perception by

Evidential Origo.

(B) Anti-INC predicates: requires 3rdpersonsubjectinpresenttensesentencesunderEvidentialdomain.
al- ‘know’, ihayha- ‘understand’, swukungha- ‘consent’, naptukha- ‘be convinced/persuaded’, mit- ‘believe’,

uysimha- ‘doubt’, tongceingha- ‘sympathize’; ttwi- ‘run’, ca- ‘sleep’; po- ‘see’, tut- ‘listen’; cap-hi- ‘be caught’;

— The above predicates refer to a statefevent which may be perceived by outward

observation/hearing/touching by Evidential Origo.

— The above predicates refer to a statefevent which may be perceived by internal

observation/hearing/touching by Evidential Origo.

Their semantic features have a correlate with their difference in the use of their Psych Nouns.

Epistemic Origo/Domain interacts with (saves or kills) the embedded Experiencer Origo.

(18) a. *Jini-ka cilwuha-@-eyo [*Rol7F A3 8]
J-Nom bored-Evid-Decl
‘Jini was bored-EVID.’
b. *Jini-ka cilwuha-te-la [*Z1¢]7} A F3}T E})]
J-Nom bored-Evid-Decl
‘Jini was bored-EVID.’

— (Zero) Evidential requires INC for Exp-Origo.
(18a’) *[ 3Exp-Origo ] 1Evid-Origo ]
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(18b’) *[ 3Exp-Origo ] (1Epist-Origo) ] 1Evid-Origo ]
— (Zero) Evidential requires INC for Exp-Origo/Boul-Origo/Purp-Origo/Mirative-Origo.

(19) a. Jini-ka cilwuha-kess-te-la [%1©]7} A F3}7E2H
J-Nom bored-Epis-Evid-Decl
‘Jini might be bored-EVID.’

— Epist-Origo (Speaker) saves non-1stpersonExp-Origo.[INCexempted]
(192’) [ 3Exp-Origo ] 1Epist-Origo ] 1Evid-Origo ]

(20) a. nay-ka cilwuha-te-la  [W7} A3} 2]
I-Nom bored-Evid-Decl
‘I was bored-EVID.’
b. *nay-ka cilwuha-kess-te-la [*W7} X F3}3 T g}
I-Nom bored-Epis-Evid-Decl
‘I might be bored-EVID.’
‘I was bored-EPIS-EVID.’

—Intervening Epist-Origo (Speaker) kills IstpersonExp-Origo.
(20b’) *[ 1Exp-Origo ] 1Epist-Origo ] 1Evid-Origo ]

Deixis in complex psych predicates

[psych noun + ‘come’/*go’]
ihay ‘understanding’ + GO = ‘understand’

coleum ‘drawsiness’ + COME = ‘get sleepy’

(21)  a. Na-nun Jini-ka ihay-ka ka-(ass)-ayo [U-= Fo]7} o]&)7} 78]
I-Top J-Nom understanding-Nom go-(Past)-Decl
‘I understand/understood Jini.’
b. Nay-ka coleum-i o-ayo [W7} £5°] 98]
I-Nom sleepiness-Nom come-(Past)-Decl

‘T am/was sleepy.’
Q: What determines the use of deictic verbs ‘come’ and ‘go’ in complex psych predicates?

Q: How can we account for the interaction between psych predicate and epistemic modals?

Further, what is the general dynamics of modal and deictic perspectives?
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(Zero) Evidential requires INC for Exp-Origo.
*[ 3Exp-Origo ] 1Evid-Origo ]
*[ 3Exp-Origo ] (1Epist-Origo) ] 1Evid-Origo ]

(Zero) Evidential requires INC for Exp-Origo/Boul-Origo/Purp-Origo/Mirative-Origo(?).

(A) INC predicates:
— requires 1stpersonsubjectinpresenttensesentencesunderEvidentialdomain.

— INC predicates refer to a state which should be perceived by inward perception by Evidential Origo.

— They derive psych nouns which selects the light verb COME to form a complex psych predicate:
cilwuham ‘boredom’, Kothong ‘pain’, chwuwi ‘coldness’, coleum ‘drowsiness’, kippum ‘delight’, twuleywum
‘fear’, sulphum ‘sorrow’, kuliwum ‘longing’, sangsim ‘heart break’, komin ‘stress’, nukkim ‘feeling’,

kamdong ‘touching’, kkaydaleum °‘realization’, somang ‘hope’, miteum ‘belief’, kyengikam ‘amazement’, etc.

(B) Anti-INC predicates:
— requires 3rdpersonsubjectinpresenttensesentencesunderEvidentialdomain.
—  Anti-INC  predicates refer to a statefevent which may be perceived by outward

observation/hearing/touching by Evidential Origo.

— They derive psych nouns which selects the light verb GO to form a complex psych predicate:
ihay ‘understanding’, swukung ‘consent’, naptuk ‘convince’, miteum ‘confidenceftrust’, uysim ‘doubt’,

dongceng ‘sympathy’, etc.
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Korean evidential '—te'

and causal relations between situations

Dongsik Lim (Hongik University)

In this presentation, as an extension of Lim (2014, 2018), I argue that -te should be
analyzed in terms of situations and relations between them. Specifically, following Kalsang et
al. (2013) I argue that the semantics of -te encodes the relation between the situation against
which the prejacent is evaluated (the Evaluation Situation) and the situaiton which consists in
the speaker’s evidence (the Information Situation), but following Hoe et al. (2018), I also
argue that the notion of the Evaluation Situation should be revised in the sense that the
Uttering Situation should also be considered, and to give an empirically adequate semantics to
Korean evidential -te, the lumping of situations (Kratzer 1986) in the Evaluation Situation as
well as in the Information Situation should be done in terms of causal (or weakly, temporally
natural and expected) relations between situations. Given this, I try to show that the proposal
made here can explain various puzzles regarding -te, including variable evidentiality (Chung
2007, a.o0.), temporal interpretation (Lee J. 2013, a.0.), as well as its interaction with lexical

aspects (Lim 2014, a.0.).
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Subjunctive complementizer in Korean: the interaction of

inquisitiveness and nonveridicality

Arum Kang (Korea University) and Suwon Yoon (UT Arlington)

1. Introduction

The goal of current work is to identify the novel type of subjunctive complementizer in Korean.
Crosslinguistically, subjunctive mood selection refers to the phenomena whether subjunctive is generally
marked in the complement clauses by means of subjunctive marking devices such as overt verbal
inflections. As Portner (2018, pp. 78) puts, “mood is a kind of dependent modal element, similar to
agreement .. we could say that subjunctive “agrees with” want but not believe.” For example, as
shown below, the volitional verbs veur ‘want’ in French and thelo ‘want’ in Greek obligatorily select

subjunctive whereas the factive verb know does not (Giannakidou and Mari 2017, (2b), (5)):

(1) a. Marc sait que le printempas  *soitfest arrivé [French]
Marc knows that the spring be-SBIV-3sg/be-IND-3sg  arrived
‘March knows that spring has arrived.’
b. Marcveut que le printempas  soit/*est long
Marc wants  that the spring be-SBJV-3sgfbe-IND-3sg  long

‘March wants spring to be long.’
(2) a. O Pavlos kseri *najoti efije i Roxani. [Greek]
The Paul  knows-3SG that-SUBIJ/that-IND  1ef-3SG  the Roxani
‘Paul knows that Roxanne left.’
b. Thel o na/*oti kerdisi o Janis.
want-1sg that.SBJV/that IND win. NONPAST-3SG the John

‘I want John to win.’

The following lists show indicative/subjunctive governors (Portner 2018, pp. 73-74):
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(3) Indicative governors (mood selection in complement clause):
a. predicates of knowledge and belief (e.g. Anow, believe)
b. predicates of assertion (e.g. say)
c. predicates of inquiry (e.g. ask
d. natural factive predicates (e.g. remember)
e. predicates of fiction and mental creation (e.g. dream)
f. commissive predicates (e.g. promise)
g. perception predicates (e.g. see)

(4) Subjective governors (mood selection in complement clause):
a. Predicates of inquisitiveness (e.g. wonder)
b. Preference predicates (e.g. want, hope)
c. Directive predicates (e.g. demand)
d. causative and implicative predicates (e.g. make)
e. negative counterparts of predicates of knowledge/belief and predicates of assertion (e.g. doubi)
f. modal predicates (e.g. necessary, possible, probable)

The above data provides an important insight on the necessity of its extended spectrum of subjunctive
as follows: First, subjunctive mood can be marked not only on the verbs in an embedded clause in
(1b) but also on the sentential particles such as the subordinator C in (2b). Second, as shown in (3c)
and (4a), indicative/subjunctive governors can involve rogative predicates: the predicates of inquiry ask
is the interrogative-selecting counterparts of verbs of assertion (ask: ‘want to be told.”) whereas the
predicate of inquisitiveness wonder is the interrogative-selecting counterparts of predicates of
belief/knowledge (wonder: ‘want to know’) (Portner 2018, pp. 72).

Although the study of subjunctive mood has been extensively conducted in a variety of European
languages, it has been noted that Korean also employs subjunctive markers. For example, Shim (1995)
suggests that the Korean particle &7 functions as a subjunctive variant of indicative complementizer.
Further, Yoon (2011, 2013) has developed the pioneering studies of subjunctive by establishing
empirical and theoretical correlations between subjunctive and evaluative negation (EN). As far as our
knowledge goes, however, the precise nature of complementizer and its relations with subjunctive
mood and attitude predicates have yet to be discussed. In this paper, we mainly focus on subjunctive
marking occurring in the interrogative subordinator C.

Korean employs two types of overt particles to mark interrogative complementizers. As shown
below, we have the ordinary interrogative complementizer ¢/ in (5a) and (6a) and modalized

interrogative complementizer (u)/-kka in (5b) and (6b):
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(5) a. Mina-nun Chelswu-ka pathi-ey o-nun-ci kwungkumha-ass-ta.
M.-Top  C.-Nom party-Loc come-Asp-Q. Comp wonder-Past-Decl
‘Mina wondered whether Chelswu would come to the party.’
b. Mina-nun Chelswu-ka pathi-ey o-l-kka kwungkumha-ass-ta.
M.-Top C.-Nom party-Loc  come-Mod-Q.Comp wonder-Past-Decl
‘Mina wondered if Chelswu might come to the party.’
(6) a. Mina-nun Chelswu-ka pathi-ey o-nun-ci mulepo-ass-ta.
M.-Top  C.-Nom party-Loc  come-Asp-Q.Comp ask-Past-Decl
‘Mina asked whether Chelswu would come to the party.’
b. #Mina-nun Chelswu-ka pathi-ey o-l-kka mulepo-ass-ta.
M.-Top  C.-Nom party-Loc  come-Mod-Q.Comp ask-Past-Decl
‘(lit.) Mina asked if Chelswu might come to the party.’

As shown above, the difference of c¢i and (u)l-kka comes from two aspects: First, unlike ci, (u)l-kka
exhibits a distributional restriction. It freely co-occurs with the inquisitive verb kwungkumha ‘wonder’,
but not with the inquiry verb mulepo ‘ask’. Second, the sentence of (w)i-kka in (5b) contains an
epistemic modal ‘might’ in the subordinate clause, whereas ¢/ in (5a) and (6a) does not exhibit such
modal property.

This brings us to the main question of the present work, as follows: First, what is the semantic
contribution of (u)l-kka? Second, how its behavior is different from the ordinary interrogative
ci-complementizer? Given these questions, we want to explore the empirical dimension and figure out
how the distinct behaviors in Korean and other languages relate to each other. As will be seen in
detail soon, we argue that (u)l-kka is a grammatical category of sub-type of subjunctive in the
interrogative complement clause. In this vein, from now on, we term it as a subjunctive-interrogative
complementizer (SUBJ.Q-Comp, henceforth), and gloss it as ‘whether.SUBJ’.

The behavior of (w)l-kka SUBJ.Q-Comp is distinct from the cross-linguistic subjunctive in many
aspects. For reasons to be made clear soon, we provide three core properties as follows: First, Korean
subjunctive mood can appear in the interrogative complement clause. Second, as revealed in (5) and
(6), (wl-kka SUBJ.Q-Comp and ci Q-Comp does not exhibit complementary distribution of predicates
in mood selections. It is contrasted with the strict selection in other languages. Third, as a subjunctive
particle, the addition of (u)/-kka manifests an epistemic weakening on the proposition. Specially, we
will show that (w)/-kka exhibits speaker/subject’s epistemic uncertainty in her doxastic space. In this
vein, unlike the typical mood selection, (u)/-kka SUBJ.Q-Comp appear to add semantic effects, which
Giannakidou calls evaluative (Giannakidou 2015). Terming it sujunctive mood choice, we claim that
(wl-kka functions as an epistemic subjunctive.

The paper proceeds as follows: In Section 2, we discuss the core properties of (u)l-kka by
examining the contrast between (u)/-kka SUBJ.Q-Comp and cf Q-Comp. In Section 3, we present the
semantic analysis of (u)/-kka-complementizer, which is sensitive to epistemic subjunctive mood. We

conclude in Section 4 with the theoretical implications.
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2. The core properties of (u)l-kka

2.1 Predicates that take interrogative complements in English

Traditionally, interrogative predicates requiring clausal complements fall in different categories
depending on the kind of complements that they can embed. These contrasts in embedding are widely
supported by cross-linguistic data (Karttunen 1977; Lahiri 2002). For example, in English, a verb like
believe in (7) takes only declarative complements while a verb like wonder takes interrogative

complements in (8):

(7) a. Mina believes that today is John’s birthday.

b. *Mina believes whether today is John’s birthday.
(8) a. *Mina wonders that today is John’s birthday.

b. Mina wonders whether today is John’s birthday.

Above data reveal that there is a syntactico-semantic dichotomy in assigning different semantic values
to questions and assertions. However, not all predicates exhibit such a complementary distribution. For
example, as a responsive predicate, the factive verb Anow takes both declarative and interrogative

complement:

(9) a. Mina knows that today is John’s birthday.
b. Mina knows whether today is John’s birthday.

For the classification of question embedding predicates, we build on the Lahiri (2002)’s category as
follows (Lahiri 2002, pp. 286-287):

(10) Predicates that take interrogative complements

LT

Rogative Responsive

wonder, ask,---

Veridical Non-veridical

know, remember, tell--- be certain, conjecture about---

2.2 The different types of attitude predicates with ¢/ and (u)/-kka
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The behavior of (u)-kka SUBJ.Q-Comp appears to make a crucial distinction from cf Q-Comp as
follows: First, (u)l-kka has a dual use of the modalized question (MQ, henceforth: Kang 2015; Kang
and Yoon, to appear) in an non-embedded clause. Unlike regular questions, MQs express speaker’s
epistemic uncertainty on the propositional content, and ask about the possibility of the propositional
content. As shown below, given that we are aware that Santa Clause does not exist in the real world,
it is odd to ask a question using an ordinary question form as in (11) because it would mean that the
speaker expects an actual answer. On the other hand, (u)/-kka in (12) is properly used in a given

context:

Context: Mina and Chelswu are talking about Santa Clause. They wonder how old Santa would be if
he exists. Mina asks Chelswu:
(11) santa-nun  myech-sal-i-l-kka?
Santa-Top ~ what-age-be-Mod-Q
‘How old might Santa Clause be?’
(12) #santa-nun  myech-sal-i-ni?
Santa-Top  what-age-be-Q

‘intended: How old is Santa (if he exists?)’

Second, unlike cf in (13), (u)l-kka cannot combine with the inquiry verb mulepo ‘ask’ in (14):

(13) Mina-nun Chelswu-ka pathi-ey  o-nun-ci mulepo-ass-ta.
M.-Top C.-Nom party-Loc come-Asp-Q.Comp ask-Past-Decl
‘Mina asked whether Chelswu would come to the party.’

(14) #Mina-nun Chelswu-ka pathi-ey  o-l-kka mulepo-ass-ta.

M.-Top C.-Nom party-Loc  come-Mod-Q.Comp ask-Past-Decl
‘(lit.) Mina asked if Chelswu might come to the party.’

Third, whereas ci co-occurs with the knowledge (i.e. factive) verb a/ ‘know’ in (15), the occurrence

of (u)l-kka is strictly restricted with the verb a/ ‘know’ in (16):

(15) Mina-nun Chelswu-ka pathi-ey  o-l-ci al-ko.iss.ess-ta.
M.-Top  C.-Nom party-Loc  come-Mod-Q.Comp know-Asp-Decl
‘Mina knew that/whether Chelswu would come to the party.’

(16) #Mina-nun Chelswu-ka pathi-ey o--kka al-ko.iss.ess-ta.
M.-Top C.-Nom party-Loc  come-Mod-Q.Comp know-Asp-Decl
“#(lit.) Mina knew if Chelswu might come to the party.’

Forth, the (u)l-kka-clause cannot take the predicate such as hAwaksinha ‘be certain’ in (18), which is

unexpected from the ordinary interrogative complementizer ci in (17):
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(I17) Mina-nun Chelswu-ka pathi-ey  o-l-ci hwaksinha-ss-ta.
M.-Top C.-Nom party-Loc  come-Mod-Q.Comp be.certain-Past-Decl
‘Mina was certain whether Chelswu would come to the party.’

(18) #Mina-nun Chelswu-ka pathi-ey o--kka hwaksinha-ss-ta.
M.-Top C.-Nom party-Loc  come-Mod-Q.Comp be.certain-Past-Decl
“#(lit.) Mina was certain if Chelswu might come to the party.’

Fifth, the addition of (u)l-kka appear to come with a semantic effect. For example, when (u)l-kka
combines with the polysemous verb siph in (19), (u)l-kka necessarily choices the doxastic related
meaning ‘conjecture’ in (19b). By doing this, the meaning change occurs into dubitative reading. It is

contrasted with ¢7 in (20):

(19) siph (verb)
a. want
b. conjecture

c. fear, worried

d. hope
e. intend

(20) Mina-nun Chelswu-ka pathi-ey  o-l-kka/#-nun-ci siph-ess-ta.
M.-Top C.-Nom party-Loc come-Mod-Q.Comp/-Asp-Q.Comp  conjecture-Past-Decl

‘Mina doubted if Chelswu might come to the party.’

The example in (20) is clearly the case of the verb doubt which expresses an attitude of non-belief.
(U)I-kka manifests properties analogous to what an irrealis assertion denotes.

Sixth, only (u)/-kka is compatible with expletive negation, whose occurrence is restricted to the
subjunctive mood environment (Yoon 2013; Choi and C. Lee 2017, a.0.). As shown below, in this

case, uncertainty reading remains:

(21) Mina-nun ~ Chelswu-ka  pathi-ey oci-anh-ul-kka/#-nun-ci siph-ess-ta.
M.-Top C.-Nom party-Loc  come-Neg-Mod-Q.Comp/-Asp-Q.Comp conjecture-Past-Decl

In light of the above data, we might assume that by using (u)/-kka, the speaker makes the
non-commitment to the truth of the embedded proposition. To put it differently, as a SUBJ.Q-Comp,
the addition of (u)/-kka in embedded clauses produces a weakening, nonveridicality effect (Giannakidou
1995, et seq.). By doing this, it weakens the degree of certainty about the proposition in embedded
question and gives rise to epistemic uncertainty or doubt interpretation. The epistemic SUBJ.Q-Comp
questions the subject’s belief and knowledge and expresses her epistemic uncertainty on the possible

answer sets.

2.3 (U/-kka and possible answers
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One of the important characteristics of responsive predicates is that they express a relation between the

holder of an attitude and a proposition which is an answer to the embedded question.

(22) a. “Mina knows whether the spring will come” is true iff Mina knows p, where p is the true
answer to “will the spring come?”
b. “Mina and Bill agree on whether the spring will come” is true iff Mina and Bill agree that p,

where p is a possible answer to “will the spring come?”

Given the above observations, Lahiri divides responsive predicates into two classes (adapted from Egré

and Spector 2007), as follows:

(23) a. Veridical-responsive: Responsive predicates that express a relation to the actual true answer

b. Nonv-veridical responsive: Responsive predicates that express a relation to a potential answer

Veridical-responsive predicates express a relation between an attitude holder and a proposition. Here
the proposition is the actual complete answer to the embedded question. The sentence “Mina knows
that Chelswu is coming to the party” entails that Mina has a true belief as to whether Chelswu is
coming to the party. On the other hand, non-veridical responsive predicates express a relation between
an attitude holder and a proposition that is simply a potential complete answer to the embedded
question. The sentence “Mina is certain whether Chelswu is coming to the party” is true even if Mina
believes that Chelswu is coming to the party while in fact he isn’t.

As a SUBJ.Q-Comp, the addition of (u)/-kka in embedded clauses produces a weakening,
nonveridicality effect. By doing this, it specifies the degree of certainty about the proposition in
embedded question and gives rise to epistemic uncertainty or doubt interpretation. Let’s see the
example below. As mentioned above, the non-veridical responsive predicates taking (u)/-kka express a
relation between the holder of an attitude and a proposition which is a possible answer to the
embedded question. Given that the semantics of embedded questions comprises all potential answers,
the employment of an interrogative complementizer introduces both positive and negative cases as
equal possibilities of p or —p. If the speaker chooses (u)/-kka, she additionally expresses the subject’s

weakest commitment to the possibility of propositional content:
(24) “Mina conjectures ()/-kka-Comp Chelswu will come to the party” is true iff Mina conjectures
that p, where p is a potential answer to “will Chelswu come to the party?” (interrogative) &

Mina has epistemic weakening between the possible answer sets (epistemic uncertainty).

Reporting on the consideration of a set of alternative possibilities, (u)l-kka expresses subject’s

uncertainty in her doxastic space.
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(25) a. Mina-nun  Chelswu-ka pathi-ey oci-anh-ul-kka ship-ess-ta.
M.-Top C.-Nom party-Loc come-Neg-Mod-Q.Comp  conjecture-Past-Decl
‘Mina conjectured if Chelswu might come to the party.’
b. Mina conjectured (w)/-kka-Comp Chelswu is coming to the party.
--> true if Mina has weaker belief that Chelswu is coming while she has weaker belief that
Chelswu is not coming.
i.e. Mina conjectured that p, where p is a potential answer to is Chelswu coming to the party?
& Mina was undecided as to where the actual world is in p or —p. (epistemic uncertainty)
(26) “Mina conjectured (u)/-kka-Comp Chelswu is coming to the party” is true iff Mina conjectured
that p, where p is a potential answer to “is Chelswu coming to the party?” (interrogative) &

Mina had uncertainty between the possible answer sets (epistemic uncertainty).

Reporting on the consideration of a set of alternative possibilities, (u)/-kka expresses subject’s
uncertainty in her doxastic space. In this vein, it inevitably involves the subjunctive mood. (u)/-kka
reduces speaker’s commitment to the truth of the sentence. We take this to argue that a strong
connection exists between the non-veridical reading and the subjunctive mood since both are related to
speaker/subject’s non-commitment to the truth of proposition.

Conjecture and doubt trigger a non-homogeneous doxastic space hence subjunctive is predicted. In
this vein, (w)-kka can be taken as an epistemic subjunctive complementizer. The epistemic
SUBJ.Q-Comp questions the subject’s belief and knowledge and expresses her epistemic uncertainty on
the possible answer sets. The epistemic SUBJ.Q-Comp (u)/-kka presupposes that they contain the

subject’s partitioned private space.

3. Analysis

Traditionally, subjunctive is deeply tight to the notion of subjectivity, i.e. consideration of spaces of
beliefs, doxastic, epistemic, bouletic (Farkas 1992; Giannakidou 1994 et seq.; Villata 2008; Smirnova
2013, a.0.). Building on Giannakidou (1994 et seq.), we treat (non)veridicality as a property of
subjective spaces. The subjective spaces are the based on the epistemic state of an individual as

follows:

(27) Epistemic state of an individual anchor 7 (Giannakidou 1999: (45))
An epistemic state M(z7) is a set of worlds associated with an individual 7 representing worlds

compatible with what 7/ knows or believes.
M() is the private space of i’s thought, belief and knowledge, and it plays a key role in truth

assessment. Subjective veridicality is anchored to an individual’s M(j). In unembedded assertions, 7 is

the speaker. In embedding, 7 is the speaker or the subject:
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(28) Subjective veridicality (Giannakidou and Mari 2017: (25)):
A function F that takes a proposition p as its argument is subjectively  veridical with respect to
an individual anchor i and an epistemic state M() iff: Vw[w € M@) — w: {w’ | p(w’)}]
(29) Subjunctive as an indicator of nonveridicality (Giannakidou 1999):
(i) The subjunctive is an indicator of a nonveridical epistemic state or modal base, and is
selected by expressions that are at least subjectively nonveridical.

(i) Subjunctive sentences indicate epistemic weakening.

The subjunctive thus produces epistemic weakening. Commitment weakening is the creation of a
nonveridical (i.e. non-homogeneous) epistemic space.
We argue that the licensing of nka is revealed in that it indicates the subjective nonveridicality, as

follows:

(30) Epistemic subjunctivity marked in subordinator C = subjective nonveridicality

Aforementioned in (28) and (29), subjective nonveridicality means that 7 is in a state of uncertainty

with respect to p. Some worlds in M(J) support p and some other don’t:

(31) Subjective nonveridicality of (u)/-kka SUBJ.Q-Comp: A function F that takes a proposition p as
its argument is subjectively nonveridical with respect to an individual anchor 7 an epistemic
state M(7) iff: Iw” € M(): —pWw’) A Iw” € M(@1): pw”)

The proposed semantics shows how nka expresses the speaker’s perspective towards p by achieving a

partition in the modal base, characterized as a partitioned epistemic space.

4. Conclusions

In this paper, we identified (u)/-kka as a novel type of epistemic subjunctive complementizer. We
showed that there are three distinct mechanisms for the occurrence of Korean subjunctive: First, it can
be formally marked at the level of interrogative subordinator C. Second, subjunctive marking produces
semantic contribution of epistemic weakening more than reflecting modal properties of the context in
which it occurs. In the sense of mood choice, we revealed the existence of tendency in which the
occurrence of (u)l-kka depends on the higher verbs whose subject provides nonhomogeneous doxastic
space.

Theoretical implication of the current analysis is as follows: First, Korean reveals that subjunctive
complement clause does not form the uniform class. In the sense of Portner (2018), subjunctive mood
can occur in the “inquisitive” complement clause. Second, in Korean, there is a semantic dichotomy in
assigning different semantic values to the ordinary Q-Comp c/ and the SUBJ.Q-Comp (u)l-kka. The
parallel contrast between indicative and subjunctive in other languages can be found in (u)/-kka and cf
in Korean. Much more needs to be said to gain a full understanding of the precise nature of the

relationship between inquisitiveness and non-veridical subjectivity.

56



References

Choi, Yoonhee & Chungmin Lee (2017), Expletive negation and polarity alternatives, In C. Lee, F. Kiefer and
M. Krifka (eds.), Contrastiveness in Information Structure, Alternatives and Scalar Implicatures,
175-201, Springer.

Farkas, Donka (1992), On the semantics of subjunctive complements, In P. Hirschbuhler and K. Koerner (eds.),

Romance Languages and Modern Linguistics Theory, Amsterdam: John Benjamins, 71-104.

Gannakidou, Annastasia (1994), The Semantic licensing of NPIs and the Modern Greek subjunctive, in Ale de
Boer, Helen de Hoop & Henriette de Swart (eds.), Language and Cognition 4, Yearbook of the Research
Group for Theoretical and Experimental Linguistics, University of Groningen, 55-68.

Giannakidou, Anastasia (1995), Subjunctive, habituality and negative polarity items, Semantics and Linguistic
Theory 5. 94-111.

Giannakidou, Anastasia (1999), Affective dependencies, Linguistics and Philosophy 22, 367-421.

Giannakidou, Anastasia (2015), The subjunctive as evaluation and nonveridicality, epistemic subjunctive, and
factive-as-emotive, in Blaszack et al. (eds.), For: Mood, Aspect and Modality: What is a linguistic
Category? University of Chicago Press.

Giannakidou, Anastasia & Alda Mari (2017), (Non)veridicality and mood selection in complement clauses, in
Veridicality in grammar and thought: modality, propositional attitudes and negation, ms. University of
Chicago.

Kang, Arum (2015), (In)definiteness, disjunction and anti-specificity in Korean: a study in the
semantics-pragmatics interface, University of Chicago Ph.D. dissertation.

Kang, Arum & Suwon Yoon (to appear), From inquisitive disjunction to nonveridical equilibrium: modalized
questions in Korean, Linguistics.

Karttunen Lauri (1977), Syntax and semantics of questions, Linguistics and Philosophy 1, 3-44.

Lahiri, Utpal (2002), Questions and answers in embedded contexts, Oxford Studies in Theoretical Linguistics,
Oxford.

Portner, Paul (2018), Mood, Oxford Surveys in Semantics and Pragmatics, Oxford.

Shim, sang-wan (1995), A study on the Korean subjunctive complementizer ‘-ki’ (written in Korean), Language
research 31(1), 55-85.

Smirnova, Anastasia (2013), Evidentiality in Bulgarian: Temporality, epistemic modality, and information source,
Journal of Semantics 30, 479-532.

Yoon, Suwon (2011), ‘Not’ in the Mood: the Syntax, Semantics, and Pragmatics of Evaluative Negation,
University of Chicago Ph.D. dissertation.

Yoon, Suwon (2013), Parametric variation in subordinate evaluative negation: Korean/Japanese versus others,

Journal of East Asian Linguistics 22, 133-166.

57



58



59



22 @7 %d

L A

al7)

R

o

2.1 =3 #A n|

A%

9]

I

o A%

=
o

32, &3hQlg R EHEl v

AR

oo

0

=

o
AR

mr

AR

42, 3k

ﬂo

44. A 9
5. 947 2299 74

o} A&

OOO

60



() 7. A7 FHL + o] AFE FF o)) o]F 5 FE WA H gYHS FABE (Holt
+glo Ath

oo g o5 T &
2. ool BASAL uE B o7 vhgth,

2 7. 7190l A< 28 =MR ik

CAFE o BAS AHR (@ LA ) B ARE 2R3
£uE ] FAS @R BA9 T 24 AYENE Aok

. W A0l B AU(EEA) (3] AshB) A TAN P2 St B2 Pk
B W7E WAL 57 s msojstel A FRan,

u. 7190l HAES AP (metmre Tare) EATNA B Uk

ACAFE U 258 REMR0T408) U AGE BE Sohdth

L TheAlTh % = A 2k » Th-(TE) Uk,
A0 $ES F 79

U S UA (R el AAHE B A TR0
LW P2 (ST ESA) FRAD £ ohglBo] FEynh

ol

Thu(
Lot A AR RS
C = al+
2
0. (Z1gols AV Erdes UE) F 2ol B-(Aa+Ean) 710 S0
H
A

A
&-
ofuls

c Y HEERESA) W7k Pl O E A Ekth
T A7 EAT deh(Aa+E i) 29 ZEE FE Zoih

@ 7. 971 YolA (719elE & vhyret+go] JtA+A7 o 7Feu+ A & Avh-(Z+E) ok
L, mrlE 2878 Arle O 2Yd 7 Ho] gtk (a+E) Ath

(5) 1. (NFOl+U)-= AFTE F-(Thrroh U2 A op,

aAY7, (190l+H)-5 AL () Bl A-(Throj+ b+ ZokT), 0] AX]?)
(19gol+*th-= AFE 2 Ao dth

e Fol Zet Wy vpd A F Hek

0. s AF7E Fob vzh we] Al & F1.

.m .n .r

61



(6) ABKHAZ

[wara wazo a- gara @) qga- s- ca-  wa- yt h'a]
you.M now  ART-craddle (it-) PREV- 18G- do-  DYN-FIN(PRES) QUOTE/PURP
a- Zoy-ra

w- a- la- ga- wa- yt’
ART-smith-ABST  you-it-PREV-begin-DYN-FIN(PRES)

U o)Al 83 WEY] 98l BAoRA A4S AFBT,

(Hewitt 1987:39)
(7) AGUARUNA
iwi- ya- hi [tipisa -ti tu- sa]
raise.hand-REM.PAST-  IPL.DECL  lie.down.PERV-JUSS say-SBD.IPL.Ss
el Efo] ¥ A-(FaES) &

&5 ST
(Overall 2009:186)
(8) BABUNGO
gwd jwi féeno [laa yi gwia yitte  nyd]
he come.pPF here that 33G.LOG cut.IMPF palmtree DEM
T o SpAIRE A1+ L ThT) ol gk,
(Schaub 1985:39)
(9) CuBEO
ji- RE  xiejo-ki- RE epe- Iba xi- bi’ki-wA bue- I- Ro- I
1SG OB]

child- mMs- 0BJ put- N/H:3PL  18G.POss-adult-PL. teach.study- STV IN.SG.NMNL-LOC
[xi baxi- kije-pe a- Iwt ape- RO xi baxi- bE- Ro- RE]
1SG.POSS Know-PURP.DS say-NFUL.PL.NMNL Other-IN.SG.NMNL 1SG.POSS-KNOW-NEG- IN.SG.NMNL-OB]
22d Ze vl

(FIES) TR ofeiARe UE sl mgch

(Morse and Maxwell 1999:175)
(10) GanuKU

Ganaq [kopiq zuhaq itune loko]

gihisi gomoq  nalume
first

coffe plant we.FUT saying grass cleaning make.IPL

SelE ARE AT $A i

|

et

(Deibler 1971:105)
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(11) KoBoN

Yad fiin rib-em [hagape au- ag- ap a g- em]
1sc  hand cut-ss.i1sc  blood come-NEG-IMP.3sG QUOT do- Ss.1SG
flimagd wam pidopy gi- pin
hand bind strong do-PRF.1sG

U &2 oA 37t UA Z8a &8 F Al

(Davies 1981:38)

(12) KoMBAT
Nu me- la- ra J[ai galemo-fo- nera wa- me- de]

1SG come-stand-ss pig buy- IPL.INT-QUOT COMPL-cOme-1SG.NFUT

Ue HAE A st

(de Vries 1993:96)

(13) Usan

1. munon [mani gun-oub (gamb)] man is- umirei
man yam dig-PL.FUT.ss say.ss garden descend- 3PL.FPST

O AREL ke FfEa Wl Uit
(Reesink 1987:257)

L. wuri [ai sifeni-on qamb] ni eng bo mor bif  ig- urei

3PL ground dry-  sG.IMP say.ss thing DEF again home put.ss COP-3PL.FPST

aEe Bol vhzea o BUe Folth T Ak
(Reesink 1987:258)

(14) Ewe
me-tsd  ga ng¢ bé(ma) wo- &- ple agbal®
1sG-take money give.3sG  PURP 38G- SUBJ-buy book

e oA e ARk £ (7o) FAT

(Heine and Kutera 2002:269)

63



ABST abstract
ART article

ATT attenuative
COMPL completive
DEC declarative
DS different subject
DYN dynamic
FIN finite

FPST far past
IMP imperative
IMPF imperfective
IN inanimate
INT intentional
JUSS jussive
LOC locative
LOG logohoric
M masculine
NEG negation
NFUT not-future
N/H non recent past/present habitual
NMNL nominalizer
OBJ object

PL plural
PERF perfective
POSS possesive
PREV preverb
PURP purposive
QUOT quotative
SDB non-temporal subordinate verb marker
SG singular
STV stativizer
SUBJ subjective
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OOC elo] Atz

Papua New Guinea South America
Gahuku Aguaruna
Golan Barasano
Hatam Baure

Kewa Cubeo

Kobon Emerillon
Kombai Kwaza

Korafe Tariana
Manambu Wari’
Maybrat North/meso. America
Siroi Chalcatongo mixtec
Selepet Jacaltec

Tauya Jamul Tilipay
Telefol Maricopa
Usan Tzutujil

Uri

‘Wambon Eurasia
Yimas Korean

South Asia Rumanian
Kannada Urbek
Marathi Austronesia
Meithai Boumaa Fijian
Punjabi Fehan Tetun
Caucasus Tukang Besi
Abkhaz

Georgian

Lezgian

Africa

Babungo

Baka

Ewe

Fongbe

Kana

Koranko

Lele

Lingala

Maale

Oromo
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Yonsei-ScriptDialog: A Richly Annotated
Conversation Corpus in Korean for
Dialogue System Development

=

young (X| X| &d), Kim HanSaem (Z! $+4)

Yonsei University

Current dialogue systems: implementation of
pre-defined functions

Virtual assistant
dialogue
systems

Embedded
devices with
dialogue
capabilities
(home assistant)

Typology of dialogue systems: implementation techniques
Rule-based systems (e.g. ELIZA 60s, PARRY 70s)
Rules and small amount of example sentences

Corpus-based systems
IR-based systems (e.g. MS Xiaolce, Cleverbot)

Calculation of utterance similarity (utterance context, user information -
retrieving the most similar conversations in a corpus

Utterance and context embeddings (hybrid model)
End-to-end learning systems (deep neural nets)
Generative model
Train data: movie dialogue databases, twitter conversations
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Overview

Overview of dialogue systems
Current situation
Datasets for dialogue system

Yonsei-ScriptDialog. a new dataset in Korean for training
dialogue systems

Limits

Acknowledgement

This work was supported by the National Research Foundation

Korea Grant funded by the Korean Government. (NRF-
2017M3C4A7068186)

Overview of dialogue systems

Typology of dialogue systems: for what purpose
Task-oriented (or domain-specific) dialogue systems
Usually called "dialogue systems”
general-purpose (or open-domain) dialogue systems
Usually called “(social) chatbot system"”

Their appeal lies not only in their ability to respond to users’ diverse requests,
but also in being able to establish an emotional connection with users.

Can be used for specific purposes

Yonsei-ScriptDialog corpus as a training and evaluation data for the latter type
of systems

Xiaolce




End-to- .
nd-to-endSRisy Workflow of dialogue system

(Here we are working on the datasets for
system)

Dialogue system diagram serwan etal. 2015)

urrent situation Lack of data

The mainstream is the data-driven (corpus-based end-to-end) Gathering large amount of spoken data is expensive, and
systems. too time-consuming.

Data-driven systems require datasets large enough to train and evaluate. q q
Privacy issues

Noisy — can be too discontinuous and fragmentary to be

Problems used as input data
Lack of that data

Integrating task-oriented and chatbot-style dialogue systems Not so easy to get diverse as required (demographic,

situation)

That's why we are developing the Yonse/-ScriptDialog corpus!

Integration of task-oriented and chatbot-style
systems

Frame-based dialogue systems

Task-oriented system - In-domain conversation
Designed to perform specific tasks (next slide)
Relatively small data required
Lack of flexibility when out-of-domain interactions occur - two strategies
("I have no idea” answers or vague answers)
inappropriate answers - frequent conversation interruptions (not trained
before) due to unexpected input utterance

Most commercial
digital assistants

Chatbot style system
Diverse human interactions will help deal with out-of-domain interactions.

Could improve flexibility through learning from diverse and large
conversations
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racteristics of the Yonsei-ScriptDialog corpus rge conversation data

Large conversation corpus Current corpus size (unannotated structured corpus)

Resemblance with real dialogue (pseudo-dialogue)
‘movie language can be regarded as a potential source for teaching and
9 g 7 e No. of eojeols from Mean length of
g k 7 2
learning spoken language features” (Forchini. 2009) NoZofeojeats (wiotds]jfiNoZof tterance stterances utterance (eojeol)
6.74

Less noisy than real spoken data 356,960 2,587,084 241,960 1,592,759

Composed of many conversation situations where only two
persons participate (also original multi-party conversations) L .
It is increasing now.

Richly annotated: meta-information, dialogue act, emotions

Scalable and easy management (easily updatable)

Less noisy Bipartite conversation (between two persons)

Complex procedures of spoken corpus construction Useful for training a dialogue system
Recruiting > Recording - Sound editing - Transcription > Text editing
High potential of noise in each step
E.g. quality of recording, recruiting . . " ]
Bipartite conversations in our dataset
Real dil Dialogue events where only two persons participate
e IRV EIS Dialogue events between two by transforming the utterance
often incomplete, fragmentary and too overlapped SIS 6 M eErs) Comvaraiiems
Replete with lots of non-standard and slangs K R party
Tri-turn dialogues: A-B-A type (e.g. A-B-A, A-B-A-B, A-A-B-A, A-B-

Script conversations are similar to real dialogues but less noisy.
Commercial systems use lots of scripted or simulated dialogues.

Multi-party

conversation .
Bipartite

conversation

2022222
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Rich annotation

Meta information (per dialogue event or scene)
Demographic information of speakers
Gender, age, (occupation), dialect
Not all the speakers, but main speakers (lack of reference data)
Place: place information where a dialogue occurs
Purpose (task): common purpose / task between speakers
Topic: dialogue content

Utterance annotation: DAs (dialogue acts)
Utterance intent, function of utterance in a dialogue flow

DA (dialogue acts)

Dialogue act annotation is about indicating the kind of intention
that te speaker had; what was he trying to achieve?
Related concepts

Domains (= utterance situations)

Activity types (cooperative negotiation, information extraction, problem
solving, teaching/instruction, counselling, chatting, ...)

Sentence types (interrogative, imperative, declarative)
Speech acts (< illocutionary force)

There is no Korean dialogue corpus that is DA-tagged for
general-purpose systems.

DA tagsets available

DAMSL (Dialog Act Mark-up in Several Layers): 220 tags

SWBD-DAMSL - “Application” of DAMSL to the Switchboard
data: 42 tags

ICSI-MRDA: about 60 tags
MALTUS
AMI (Decision tree type through yes/no dichotomy): 15 tags

DIT++ (Dynamic interpretation theory): about 95 tags (42+
general-purpose, 51 domain-specific tags)

ISO: based on DIT++
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Purpose / task

DA tagset type
OR’?/IgiLmensional tagging (one tag per utterance) e.g. SWBD-

lej/lﬁlti-dimensional tagging (one or more tags per utterance) e.g.
++

general-purpose functions + dimension-specific functions (feedback, turn
management, time management, ..)

Units to be tagged
Utterances vs. sentences

What is an utterance in Korean? How to separate individual
utterances from interaction flow (e.g. fragmented parts of an
utterance)?

Decision on a annotation schem

Traum, 2000
(1) Theory: the uld be related to a theory of the ‘functions’ that it annotate:

() Insights fro : the tagset should be compatible with observations on actual
utterance main.

(3) Empiric: h ould be reliably tagged by human annotators (high
inter-annotator ment, using kappa) N

(4) Possibility o o ¢ tagging using the tagset, at a reasonable performance level

(5) Role of the application: the tagset should be designed depending on the targeted NLP
ication (marl tHinctions. instead of all functions)

ing DA sets: the D, ould be reasonably compatible with, previous
useful insights are preserved, and data can be

In addition to these, two important principles.
Not too complex to do annotation on real data
Convenient addition or removal tags without affecting the entire scheme

-> We are using the SWBD-DAMSL tagset.
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DA annotation sample test on utterances in
orean

Experimental test on Korean utterances
About 64% (CNN+LSTM) ~ 70% (CNN) success
Some bias influence = regularization or uncorrelated features
needed or more training data
Error type detection (€& confusion matrix) - focused correction
eg.g>sad>s
How to split “utterances” in a single turn? (e.g. utterance fragments)

XML data
format
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DA annotation procedure

Semi-automatic procedure: automatic annotation first, then
manual correction

\/erytlgrge dataset - nearly unfeasible to conduct manual tagging from
scratc

Zipf's law in DAs (top 10 DAs out of 42 account for 82% of speech, and
top 20, 90%)

DA prediction system (under experiment)
Deep neural network model-based annotator
CNN model, CNN + LSTM model
No training data in Korean - machine translation as a bridge

Trained on SWBD data and evaluated (accuracy: 71.2%, Kappa: 63%) >
More diverse data and optimization needed

Scalability and updatability

Automatic corpus processing (from raw to structured DB)

Semi-automatic annotation (meta-information and
utterance annotation)

Annotated data could be used a training data for new
updated data.




Corpus data construction

Pre- e Utterance
Raw text processing Structured annotation

information
data (element DB p—— (e.g. DA,
mark-up) emotions,

(semi-Jautomatic processing m m

Final Data Tagging
dataset formatting. validation

Limits

No parallel audio or video data

Sometimes unnatural conversation situations (mainly
affected by the genres of drama and movie)
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Applications

Dialogue systems training

Dialogue analysis research (discourse analysis)
Spoken language research

Language education — dialogue strategy
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A=ole] WAEEA —upzldl di@ AT Foldl Wd AT 2WZ|RE AL AFH o3 Y=
FAS T SR et oo Ui Be A7Sel AT FH @M, 1937; B4R, 1966; UFN, 1974
A, 1979, 54, 1983; AWRF, 2004, oS, 2004). o] AYFATEL HRE -voE WS
BAEe] V12 ezl WA ek AL A uHRl SRdA ofgA tEvt st ZAS

of o ol &7 EASo] Bk

B ERAAE oldd HAATERE De] AHAE AWOR -0/0)E BYSED Bk $4 99
L AFFEEY @W A -7k Soltt BASS BE FEAAT A% dAmNat gy
Hol HolQlA gro} ~ujr)E FEFY) oy, BHTRPNA FAYRE FEHA o] folakd
7 MEe, B ATNNE AZTERH Z32old -ui Bl B4ES BF FESEn. 19
g, golol e HBATES FEale] 20079 HolstH aFo] Tiste] FAe BHD mA o
2 olgs mold BEASE AARAL 4SSt BASGT. oed BHL St olUd ddojgty
2250 ~up7)9) Ao Hefsm G Zojzold 28 dolHEe] drh} HAATES FHES
drh} SRAST YEhE AFH ARE Bshe] B8 Rud @t

2. APATF
AZF7A vz oo ek AFE FESA JAE gon AYF004)E T o] FEst
Aok

- -7
A¥w) 1937) | AIA TAH 23
A2 7 (1966) | FAH2 -2 A TA A - A
AAE (1973) | HHA-F=H A A A
1z Hl (1974) | [+&A], [+THA3H [-=A], [-Hh7d3h
=3 (1975) | AHEA 71t A4
A ¢ 979 | FAA 13 A A& 82 duslE sid
AA7] (1980) | [+AAA], [+2AA] 2724, [-2AA]
2EA (1983) | 3HA, EAFA, FAA | dukstE g, oA
34 (1984) | AHEA H| A A
&2 1987) | MER, FAA, AAA | GubE, F432 7H4A

<E 1> v 7)ol o A AT
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ojffell = w3 79 FAxE A9 FAL HEEAAA obdA 9 o R, FAQIA opd Ao of B o
bt 1A opd A o] of B verbal noun®lA] oA ofF FEFHAA A FPAAL oF Fol I
F& BE F A
3. 7 g
3.1. ZoAL} EMof| ALSEl HEHE
B AFdAE AlFAH 2 E23E Je A2 7 ZH2E FollA AT FAHEA A (433,839
o] d; 43,828 s AEstnh o] ZH A WA w3 ] 7F Eo7F BRAES FEHA HERE &
&t BT FEsAt 28y 28 49 o] AtEe] F4E& Hrlshrlde U B dFolojA,
F2d S FAdA 492 1L,000E2FS FE3AT ©] 1,00087 Foll< lexical nominalizations 23}
e BAES A9t structural nominalizations X33sl= BAAETS AU 18] 124 *
=9 A7 BAE0 et ot 22 dosd A ES sty vy A9t
Type Variable (ID Tag) Comment Levels (ID Tag Levels)
CVVerb 429 Yale Romanization
CVPOS £ FA a, v
CVComplex B8R ofdA9] o yes, no
CVSinoKorean  |$HA}FQ1A] o} R] o] of B yes, no
Complement CVHaToy s -E AR obdR] 9] o F ha, toy, no
\?erb CVVerbal verbal noun®lZ| oA of - lyes, no
CVVoice 5P UA D FHUAA o5 |active, passive
CVTransitivity | 8<9] valency intransitive, transitive, ditransitive
CVCompForm |89 Bo] 32 EZ oo Y |na, np, ap, cp, ..
CVType 429 Vendler Type state, process, accomp., achievement
CVSem 49 onEelyd abstract, concrete
MVVerb 419 Yale Romanization
MVPOS S FAH a, v
MV Complex EFEAUA ofdA g A F yes, no
MVSinoKorean  |$FA}Q1A] o} 2] 9] o B yes, no
MVHaToy <3Py AR opd 9] o F ha, toy, no
Matrix Verb MV Verbal verbal noun® A o} d A9 K |yes, no
MV Voice SEHUA HF5FAA S o7 |active, passive
MVTransitivity  |[-2%12] valency intransitive, transitive, ditransitive
MVCompForm  |-§%1¢] Kol 52 HZolo] FE |na, np, ap, cp, ...
MVType 29 Vendler Type state, process, accomp., achievement
MVSem 249 el abstract, concrete

[
<E 2> B4 A4 dolot HeE

il

3 =

pul

2
o

AR 20X FEH EAEC et <¥ 259 RE HEE| LU

=

J’l

3.2. SHEAM

I BN AMEE AojEHd HEEo] & 20MAEY HY] Wi, o] IH2AEES E4F] $
A EAHEA(ANOVA)S AHE3ste A2 HlE&Zo|t, maA, & dAFdAas E4HEAo] ofd AR
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A, 2 FAHNE ZA2E 3] FAEH(logistic regression) S AFE3ITH TS ZE FAEY = Rol A&
AT

N
Mz
1%
iR
o

Cueah oo FREe BARAASGE 0eY 2

80 100
]

Percentage
80
1

40

-ki -m

Nominalizer

<3 1> -0t Y BE

of 1=t nelFE] WA BRE FoA 10% AR BASTO| “ng A Eaom yrix
90% AL FAE0] I8 LA

4.2, 3|7&EM A1t

AEFARA TR 2004 228 BASA w3 oo Bxo] 0@ 2428 378 Ass
g3 2o,
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df Deviance AIC LRT )4
<none> 198.91 268.91
CVPOS 1 200.82 268.82 1.905 .168
CVComplex 1 198.94 266.94 0.028 .867
CVSinoKorean 1 199.21 267.21 0.296 .586
CVHaToy 2 200.30 266.30 1.391 499
CVVerbal 1 199.12 267.12 0214 .644
CVVoice 1 199.23 267.23 0.321 571
CVTransitivity 2 203.35 269.35 4.439 .109
CVCompForm 4 205.16 267.16 6.251 181
CVType 3 203.56 267.56 4.654 .199
CVSem 3 203.71 267.71 4.797 187
MVPOS 1 206.65 274.65 7.742 005 **
MVComplex 1 218.33 286.33 19.417 | <.001 ***
MVSinoKorean 1 210.03 278.03 11.121 | <.001 **
MVHaToy 1 205.39 273.39 6.477 011 *
MV Verbal 1 199.74 267.74 0.830 .362
MV Voice 1 198.91 266.91 0.000 .999
MVTransitivity 1 198.92 266.92 0.006 .940
MVCompForm 3 209.45 273.45 10.538 015 =
MVType 2 247.48 313.48 48.568 | <.001 ***
MVSem 2 214.45 280.45 15542 | <.001 **x*

< 3> 2A2Y 37849 A%

S glzol, 24 20749 HEE Fol THe HEETE w9 Fxo] fol

g ne ¢
A #Hsta dS & & Utk
43. 2= E &3t 24

<& >0 folrlatttn BeE 7709 HHES effect ploto.E BAH R The Ao,
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B =godlAe AT EAHEA 23 20 A ‘ﬂxi -m 3 ‘-71’7} %O%ﬂ 1,000 #8455 FE4 ARE &
=i Z S

A&t BAH R BT
FAEA A, AA EZE FoA 10% 23591 e g AREER glem um A 90%
20099719 ddojstz HEIS FoM 772

733 (2004), "HAHAF -5, 710 97 dAFA AT, AR BRAR=
oS (2004), -5, -7] BAFHA Tofstel] tig AT, AgTista AA=E,
F1 (1974), “HALBE] o EA o th3le”, TSrols}; 2, 83-104.

2321 (1966), Some Remarks on Korean Nominalization. "33}, 2(1), 18-31.
A (1979), “HAS A 7)o dister, =018t 8, 95-107.
A3 (1937), TR Ae ASAL
FA (1983), “HALSE ofm| o] WH”, T=ol=Z3) 89, 31-51.
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Ml g g2 2, )= TFstA verd & ot

(1) Gol7} AolA 2 FHof?
() 1. A (Folrt AgoA Al o)
Lo gol7t AelAl & AL Aldolok
(3) 7. Fol7t oA FrIE 4TS Fo.
L. Gol7t Frle AFoA Frle s Fol.

@M i Foll 845 A7 AEd tF g 24, AR AA s E2RAThD (2
L) 239 txF FAE 7AQl BEEREOE AAFH o] XL (39 A, 01@&@} 3
B3 FA AP, =)0l dEY @ vl O Rt o)XY AR Fx =ooA 24| A
el gEA 7S AEY EA(wh) L0 thEEtE Uy 249 2 AAL ERA
(highlight) 3= Zolth(Paul 1880) ©] 3+ Paul(1880)2] =R /5 =2 (highlighting)e & L&A
Chafe(1976)2] AR ZA AAHL Z (2), 3) EF A& tig g =4 alg Jehius A

B ZAE 5Y3AT et FE XA (information packaging, how information is presented, in contrast to
the information itself, Chafe(1976:28)) 0.2 X o] ERo|A Yehdths AL & & ok AR I AAE
ko]l AR e Fe), FAH ZIAE AR 240 oA Aol E Heols Aotk

EuoAE «2) A 9u EdRo AR xART 9312 =S¥ (discourse prominence)®] YERE
B) 7l & A ARG Tl TR deiAdE R0l FAEY) BHE T (No(1998),
714(2002)), €5 FDF(Lee(1995), °1HE2013)2.2 AAEH A4 FHE BHANAM G Eo9
FAE, 23 (0]5A(2014), °l=3(2015) 2 FH F2F #HAA dFAY W BAHAA GF7
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Epistemic modal, temporal orientation, and Korean bouletic verbs

Choi Mingyeong (SNU)

1. Introduction

This paper mainly deals with epistemic modal base and Korean bouletic verbs. I will look two parts connected with
one another concerning the topic. First part is a review of previous studies about modal base and temporal
orientation. Second part is modal analyses of Korean bouletic verbs using a traditional concept of modal base. Looking
these parts at the same time can give us some intuition for issues. First, observation from bouletic verbs can answer
the question whether the future orientation of epistemic modal base is possible, as recent paper Banerjee (2018) first
introduced. Second, setting different modal bases might be an effective way to explain the different meaning between

two bouletic verbs.

2. Previous studies of modal base and temporal orientation

2.1. Werner (2006)

Werner (2006) observed that temporal orientation of a modal is related to the modal base. He argues that epistemic
modal has present and past orientation, while non-epistemic modal has a future orientation. His following sentences

have an ambiguity between an attitude about future event and non-future event.

(1) a.Jim might be late. (epistemic or stereotypical)
b. That will be Jack. (epistemic or stereotypical)
¢, Jill may be seated. (epistemic or deontic)

d, Janet must live in student housing. (epistemic or deontic)

e, John can't be our representative. (epistemic or circumstantial)

(Werner 2006: (1-5))

He links a future orientation of a Non-epistemic modal to its ‘forward-branching’ modal base. That is, all worlds of
the modal base have same history until speech time, and thereafter be distinguished (This is also called historical
modal base). To satisfy a Dispariy Principle, a modal claim can only be about a future event.

Non-future orientation of epistemic modal comes from the time branching model of the epistemic modal base,

Disparity Principle, and Non-Disparity Principle. Non-Disparity Principe, which is added by Werner, requires that each
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tree not to be distinguished from the speech time.

i i
1 accessible for hy !
! non-epistemic H
Y modal ’I

accessible for
epistemic
modal

Circumstantial modal base(left) and epistemic modal base(right) (Portner 2009 : Figure 5.1-5.2)

2.2. Klecha (2015)

Klecha (2015)’s main observation is how an interpretation of non-past in finite clause embedded under an attitude
verb is affected by a semantic meaning of the attitude verb. He first generalizes that epistemic modal has a non-future
time interval worlds and non-epistemic modal has a future time interval worlds. In this section, I mainly focuses on the
evidences he brought to claim about past and present orientation of epistemic modals.

First, when an epistemic modal in a sentence seems to have a future time prejacent, he suggests that it should be
thought as a present schedule, not a future event. In these sentences as in (14), it is considered that covert schedule
modal (Copley 2002) is embedded under a scope of an epistemic modal, has to / must. Then the epistemic modal is

actually about a present schedule.

(2) A:The ship leaves the Spanish harbor next Tuesday.
B: It has to/ must reach Athens next Friday (then).
(Klecha 2015: (16))
(3) A:The doctor will be in London either next week or the following week.
B: Actually, she will be at a conference in the US next week.
A: Oh, she must be in London the following week then.

(Klecha 2015: (17))

Next, he argues that a seemingly epistemic modal for future time prejacent is in fact a metaphysical modal, which
is non-epistemic modal. For example, he has a different view for a may in (17c), which was treated as an epistemic
modal by Condoravdi (2002).

He saw that may in (17c) cannot be used in this conext of (17), where the future event of John’s meeting is already
decided. He claims that this restriction results from the may as a circumstantial modal when it has a future
proposition. Since the circumstance of this context is set that John meets a certain person, so circumstantial modal

cannot satisfy a Disparity Principle, disallowing the final sentence of (17)

87



(4) a.]ohnis going to meet either the provost or the dean.

b. It has been decided who he will meet, but I don't know who it is.

c. He may meet the dean, and he may meet the provost.

(Klecha 2015: (71))

2.3. Banerjee (2018)

Banerjee (2018) argues that epistemic modal base can have a future-orienation, showing specific situation where the
modal base of future-shifted hope should be seen as an epistemic.

As for epistemic verb think, and epistemic modal must, which cannot be future-oriented, he finds this constraint of
temporal orientation not on the epistemic modal base. For must, he makes the following principle, which can predict

its non-future orientation when it is used as a epistemic modal.

(5) Strong non-root necessity modals cannot be future-oriented (Banerjee 2018: (38))

As a contrast, he points out that weak necessity epistemic modal (having ordering source) should can be

compatible with future orientation.

(6) a.*The Haverhill train must arrive at Ballardvale at 19:35 (given it left North Station at 18:55).

b. The Haverhill train should arrive at Ballardvale at 19:35 (given it left North Station at 18:55).

3. Previous studies of hope and want

3.1. want in Rubinstein (2017)

Heim (1992) first thought that want reflects the doxastic world of attitude holder, not the real world. However, Villalta
(2008) shows that the modal base of want should not be doxastic. The following example is the evidence for such a

claim.

(7) a.Iwantto teach Tuesdays and Thursdays next semester.
b. I believe that [ will teach Tuesdays and Thursdays next semester if and only if | work hard now.
c. Invalid inference: [ want to work hard now.

(Villalta 2008: 478)

The formulation that reflects Villalta’s solution is given below. Here, comparing worlds is not on the doxastic

alternatives, but on certain worlds related to the context.
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(8) [want]fh(q)(a)(w) is defined iff h(a,w) = DES(a,w), Nf{(w) N DOX(a,w)Nq # 0,
and Nnf{w) N DOX(a,w)N-q # 0.
If defined, [want]/t(q)(a)(w) = 1 iff Nfiw) N q <h@w)Nf{W) N -q
(Rubinstein 2017: (14))

However even in this semantic of want, belief of the attitude holder concerns the interpretation, as g-world is
required to be compatible with doxastic worlds to define want. According to Rubinstein, this assumption can also be

questioned. This is because anyone can claim want q even if they believe that it is not possible.

3.2. hope in previous studies

Anand & hacquard (2013) labelled attitude verb hope as emotive doxastic. This is because on the one hand, it has a
meaning of preference like want, and on the other hand, it has a representational meaning like think and say. emotive
doxastic can contain epistemic modal in embedded clause due to the representational meaning, but only possibility
modal due to the preference meaning.

Also, in discourses, this additional meaning of hope can be observed in contrast to want.

(9) A: Kommt Peter heute?

comes Peter today
‘Is Peter coming today?’
B: Ich hoffe/*will, dass er heute kommt.
[ hope/*want that he today comes
‘I hope/*want that he is coming today’
(Scheffler 2008)
(10) Itis raining.
a. # I hope it is raining/#that is what I hope.
b. "I want it to be raining/“that is what I want.
(Scheffler 2008)
(11) Itisn'training.
a. # I hope it is raining/#that is not what I hope.

b. "I want it to be raining/“that is not what I want.

(Scheffler 2008)

Klecha(2015) says that hope has a doxastic modal base when its temporal orientation is non-future, and a

circumstantial modal base when it has a future orientation. This is the claim that a type of modal base varies according
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to the temporal orientation. Following example shows uncommon temporal orientation of hope, in contrast to other
doxastic verbs that only has a non-future orientation. While non-past tense in embedded clause of think cannot refer

to a future, that in embedded clause of hope can.

(12) Martina hoped Carissa got pregnant.
a. Martina hopes Carissa gets pregnant.
b. Martina hopes Carissa got pregnant.
(13) Martina thought Carissa got pregnant.
a. *Martina thinks Carissa gets pregnant.

b. Martina thinks Carissa got pregnant

However, I think his evidences are not that strong to claim such a temporal-modal correlation. In next chapter, I will

suggest that hope has doxastic character even for the future event.

Banerjee(2018) says that hope has an epistemic modal even for a future-orientation. Through this new
observation, he claims that the existing generalization of temporal-modal correlation should be corrected.
The virtual situation he sets is as follows. An evil queen opened a fencing competition, having in mind in secret
willing to execute the winner (herself to be a best player). One of the participants, Yena, does not know the outcome of
the victory. Then, the sentence Yena hopes to win the competition, which has an obvious future-orientation can be an

appropriate report about Yena’ s state.

In this situation, if the modal base of the sentence were circumstantial, it would be a contradictory report. The
relevant circumstance here is the situation under a queen’s law, so every world Yena win is the world where Yena is
executed.

Even though I agree with hope as an epistemic modal, I think it is questionable in Banerjee’s explanation that the
nature of circumstantial modal base really makes it contradictory report. To me, it is not certain whether queen’s
secret plan must be the relevant circumstance for the circumstantial modal claim. To avoid such a subtle problem, I
would rather find its epistemic modal base in another aspect. That is, Yena’s hope is not a natural one, but a secondary,
belief-generated one. Yena's desire starts from a certain belief that winning the competition will bring her fame and

wealth. In other words, the worlds relevant to her hope should basically be doxastic worlds.

4. Korean bouletic verbs pala-/wenha-

In the literature, while want was treated as having little relation with doxastic meaning (Villalta2008, Rubinstein
2017), hope was claimed to have it (Anand&Hacquard 2013, Banerjee 2018). But the examples cited above only have a
present orientation (examples of scheffler 2008) and Banerjee (2018)’s example needs to be explained in more detail,
[ think. In this chapter, looking at Korean data, I will investigate more the phenomena of two kinds of bouletic verbs.

These examples also contain complex constructions, not only different uses in situations. And in particular, [ will
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describe their difference through the modal base of Kratzer’s theory.

4.1. Temporal orientation of pala-/wenh-

Temporal orientation is one of the reasons for setting English/Korean bouletic verb correspondences,
hope/pala- and want/wenha-. While hope/pala- can have past, present and future orientation, want/wenha-

can only take a future orientation.

(14) a. emeni-nun Mina-ka imsinha-ess-ki-lul

Mother-top M.-NoM get.pregnant-PST-NML-ACC
pala-n-ta/?wenha-n-ta.
hope-PRES-DECL/want-PRES-DECL

‘Mother hopes/?wants that Mina got pregnant’

b. emeni-nun Mina-ka imsinha-ki-lul

Mother-top M.-NOM get.pregnant-NML-ACC
pala-n-ta/?wenha-n-ta.
hope-PRES-DECL/want-PRES-DECL

‘Mother hopes/wants that Mina gets pregnant’

(15)a. Jim hopes Marry gets pregnant.
b. Jim hopes Marry got pregnant.

c. Jim wants Mary to get pregnant

Following the generalization of temporal orientation of circumstantial modal base, I reckon that wenha-/want takes a
circumstantial modal base, since it only has a future orientation. In contrast, I will set up an epistemic modal base for

pala- /hope which can take the past.

4.2. elyep-/himtu- construction (It's hard to)

As another example of the epistemic characteristic of pala-, I will examine the elyep /himtul-(hard) construction
attached to the attitude verb. Like English It is hard to, this phrase means that it is hard to have such an attitude.
The first case | examined contains verbs cimcakha-, chwuchukha-, and yeysangha-, which has meaning of guess,

conjecture(guess), and anticipate each.
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(16) a. sikan-ul cay-n-ta-myen elmana  toyl-ci

time-Acc measure-PRES-DECL-COND how become-NML
cimcakha-ki-to elyep-ta.
guess-NML-ADD hard-DEcL

‘It is hard to even guess how long it will be if you measure the time’

b. cikum ku-ka eti-ey iss-nun-ci
now he-NoM where-LoC exist-PRES-NML
chwuchukha-ki elyep-ta.
conjecture-NML hard-pEcL

‘It is hard to guess where he is now’

(17) a. pwukhan-un hayngpo-lul yeysangha-ki
North.Korea-Top going-AcC anticipate-NML
elyew-un sangtay-ta.
hard-ADN opponent-DECL

‘North Korea is an opponent hard to anticipate its move’

It has a meaning that attitude holder has a difficulty thinking what is more likely in the situation. In many cases,
these sentences have a interrogative like who, which or what. I think these properties come from insufficiency of
ordering source which might be used as targeting exact worlds which we are interested in. In this case, the modal base

would be well-formed, but attitude holder would not have an enough ordering source to pick up the best worlds.

The second case, which I think different from the first case, is pala- with elyep-. Unlike English hope which is
not compatible with it’s hard to, the Korean construction palaki elyep- is possible construction and shows a unique
meaning. It has a slightly different meaning from the first case. First, the sentences contain no interrogatives in
complement clause. Second, the difficulty of attitude is not related to an insufficient information or insufficient
preference. Rather it has a meaning that it is not likely to happen. To grasp all these, I think insufficient epistemic modal
base is the reason for having difficulty in attitude. The attitude holder’s preference as an ordering source might be
enough, but the worlds that satisfy it cannot be in the modal base (or only have the slight possibility within the modal

base).

(18) a. Mina-eykey wusung-ul pala-ki elyep-ta.
Mina-DAT win-Acc hope-NML hard-DECL
‘Itis hard to hope for Mina to win’
b. cengchi-uy mincwuhwa-nun pala-ki elyep-ta.
politics-GEN democratization-Top hope-NML hard-DpEcL

‘It is hard to hope political democratization’

This characteristic of pala- is again in contrast with wenha-, because wenha- is not used with elyep-. This
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construction is not found in the corpus and sound very awkward. For this reason, I again look wenha- as having

circumstantial modal base.

(19) ? wenha-ki elyep-ta. (It’s hard to want)

4.3. INT (interrogative) mood ending complement

In this section, I will examine uncommon complement ending marker kka- for pala-. It's not a usual attitude
complement marker like indicative or subjunctive marker in many languages.

Korean kka- is usually used as an interrogative mood ending. Park (2004) says that kka- requires a judging (or
guessing) of addressee and have a role as a sentence type marker. Following sentence is requiring addressee’s judging

for the information or requiring to self as a monologue.

(20) a. Mina-ka [ttenal-kka/ttena-ci anh-ul-kka]?
M.-NoM [leave-INT/leave-NML NEG-INT]

‘Will Mina leave?’

Interestingly, this marker can be used in complement ending of pala-. although it is not used as often as other
nominals or nominalized complement marker -ki and -kes. This also requires some attention in pronouncing, a pause

and rising in intonation. With the attention, these sentences can be well accepted.

(21) a. hok Mina-ka [ttenal-kka/ttena-ci anh-ul-kka]
maybe M.-NOM [leave-INT/leave-NML NEG-INT]
pala /?wenha-nun maum-i-ta.
hope/?want mind-COP-DECL

‘It is a hope/?want that maybe he will leave’

To explain this difference in having INT marker, I attribute it to the kind of modal base of attitude verbs. I suggest
that -kka complement (with a rising tone and pause) make an epistemic background containing p and -p alternatives
(since -kka assumes uncertainty), which can be taken as an epistemic modal base. Then pala- that requires an
epistemic modal base can receive this background from the complement, and wenha- that requires a circumstantial

modal base cannot take this background.

4.4. Bouletic type

Finally, I will discuss the specific situations suitable for pala-/wenha-. English want is said to be a ‘glandular’

one and can be used with inconsistent priorities in contrast to hope. Korean wenha- is also a more glandular
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and gut-reaction related in contrast to pala-.

Observing mainly the data of Korean corpus, there is a distinction between hoping propositions and wanting
propositions. The complement proposition of wenha- tends to take a attitude holder(self) as a subject and take a
simple action or state predicate. Meanwhile, the complement proposition of pala- tends to take a subject other than an

attitude holder and take a more complex predicate.

(22) a. salam-un emi-uy pay sok-eyse na-camaca,
human-Top mother-GEN belly inside-Loc born-as.soon.as
mek-ki-lul wenha-mye, al-ki-lul wenha-n-ta.
eat-NML-Acc want-CONJ, know-NML-ACC want-PRES-DECL

‘As soon as one comes from the belly of a mother, she wants to eat and wants to know’
b. nan pap mek-ki-lul wenha-pnita.
I meal eat-NML-ACC want-DECL
‘l want to eat a meal’
c. itul-un silswu-eyse paywu-ki-lul wenhay-ess-ta.
they-Top mistake-LoC learn-NML-ACC want-PST-DECL
‘They wanted to learn from mistakes’
d. haklyekkosa-lul cekyongha-ki-lul wenha-nun tayhak-un...
achievement.test-Acc apply-NML-ACC want-AND university-Top

‘Universities that want to apply an achievement test ...

e. kokayk-un etteha-n ticithel swutan-ul
customer-TOP what-ADN digital means-ACC
sayongha-ki-lul wenha-nun-ka?
use-NML-ACC want-PRES-INT

‘What digital means do customers want to use?

(23) a. salam-un nwukwuna coh-un salam-ulo
man-TOP anyone good-ADN man-as
kiektoy-ki-lul pala-n-ta.
be.remembered-NML-ACC hope-PRES-DECL

‘Everyone hopes to be remembered as a good person’

b. khun pyeng-i ani-ki-lul pala-mye
big illness-NoM NEG.COP-NML-ACC hope-conj
pyengwen-ul chac-ass-supnita.
hospital-Acc g0-PST-DECL

‘Twent to the hospital hoping it was not a serious illness’
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c. pwuti i meymo-lul  po-nun il-i

please this memo-AccC see-ADN thing-NoM
eps-ki-lul pala-ney
NEG-NML-ACC hope-DECL

‘Thope you do not see this memo’
d. kunye-uy  kito-ka ilwueci-ki-lul
she-GEN prayer-NOM be.realized-NML-ACC
kancelhi pala-ess-ta.
sincerely  hope-PST-DECL

‘I sincerely hoped her prayer to be answered’

From the distribution of complement propositions that get along with bouletic verbs, I consider two verbs’
bouletic ordering propositions are different kind ones, which results different bouletic meaning. While it is
true that wenha- and pala- can have a same complement, but it is also true that there are propositions which
allow only one verb. So, I want to make distinction between their bouletic ordering sources, and mark these as
<bouleri> and <bouldir>

To explain these different kinds, my suggestion is that the different kinds of modal bases use their own
kind of ordering source. Their bouletic type difference could well return to the more basic meaning-supporting
concept, the modal base. So I suggest that <bouleri> can come from an epistemic modal base of pala- and

<boul¢ir> can come from a circumstantial modal base of wenha-.
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Event Structureand Three Layersof Merge

Davood Kasraie Kilakjani (Seoul National Univer3ity

1. Introduction

Kratzer (1996) introduces voice as a functionabheéich describes the relations between a verlitarsdgument. Talmy (1991)
makes a distinction between satellite frame langsagnd verb frame languages as well as introdudiffgrent kind of
conflation, which are co-events to the main evBoth can be seen as a type of merge. A merge camtbmal (conflation) or
internal (incorporation) in the sense of Chomskg§0®). This study tries to show that voice and cer¢w of the lexical verb can
happen via conflation and incorporation. In satelframe languages like English these merges cppdmawithin three layers.
These three layers are not equivalent of Ramcha@®68) three subeventsThe incorporation and conflation of the voice
happen in the first layer and the second sectiodeigoted to that. The second and third layer iatedl to conflation and
incorporation of co-events with the lexical verldanwill be discussed in third section. The lasttton offers some concluding

remarks and discuss some consequences of this study

2. First Layer

Alexiadou (2006, 2014) shows that in languagesHikglish and Greek causative/ anti-causative at@ns are not derivational.

She considers three voice heads:

“- Active Voice is involved in the structure of &hnsitive and unergative predicates across larggsa..Passive Voice, takes as
an input a transitive structure... Middle Voice ig thon-active counterpart of Kratzer’'s active Voggel gives rise to reflexives,

passives and d. middles in Greek type languages”.
Alexiadou (2014:23)

@a V0ICE active b. Middle c. Passive

/\ , /\ /\
; VP
/\ Middle /\ Passive Voice P
v

Root Root

Instead of Alexiadou’s middle voice, | use what dine more in the literature as inchoative. Actwaces can be divided in two
primitive voice heads, which are different in natuA self-initiative voice head in which the sulijég both initiator and

undergoer e.d.ran and a causative voice head. This distinction tesgary, as self-initiative voice head do not alfiagsive

voice. The passive voice are built syntheticallgl anddles are built on modals and adverbials. Thassume that primitive
voice heads are INCHOATIVE, SELFINITIATIVE and CAES

! Ramchand’s proposal, is independent of lexicalgaes of argument and resultative predicate and fvensimple event likenter,he
considers a three subevent. Besides, he doeslkabtaut merge or its possible effects on the esguotture.
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(2) I broke the glass. (causative)
(3) The glass broke. (inchoative)
(4) The glass was broken.  (passive)
(5) The bread cuts easily. (middle)
(6) I ran. (selitiative)

When Kratzer (1996) used the term voice, she addsethe external arguments not the other voicesapethat is why the
derivational approach as well as non-derivatiom& was used to explain the whole voice phenomena.

(7) Active P
<s, t>
/\ Voice’
N <e,s,t>
e
Voice VP Eventidentification (Krezter, 1996
<e,s,t> <s,t>
Vbreak The glass
<e,t> <e>

Not all English verbs show causative/inchoativeralation. The non-alternating groups, which aredisn Levin (1996), are
verbs of change of possession, verbs of cuttingysvef contact by impadouchverbs,destroyverbs, verbs of killing, and verbs
of appearance, disappearance and occurrence, atectalled verbs of external change. In additiat,atl the verbs can have
middle voice.Put verbs,sendverbs,Bring, take anccarry verbs,drive verbs, verb of contact etc. are among th8sndverbs
andcarry verbs orhit verbs for example cannot have either inchoativenimidle voice. These verbs that do not make middle
voice do so by what Levin (1988) calls lexical stdioation. The resultative phrase in the (b) sergsrcorresponds to Levin's
lexical subordination.

(8) a. *This kind of meet pound easily.
b. This kind of meet pound thin easily.
9) a. *The dishes wiped easily.
b. The dishes wiped dry easily.
(10) a.*The door kicks easily.
b. The door kicks down easily.
Levin (1988:285)

The intriguing fact about all the voice alternatisrthat they happen with the same verbal morpholotike passives, which
take different forms.

(11) a. | broke the glass.

b. The glass broke.

c. The glass breaks easily.
(12) a.lran.

b. | ran the horses.

The data suggest that the predicate and the siatégect of an event can be understood as the stiomsaf functiof. The
original idea of Kratzer, which contain event idéaation, is also some sort of summation.
Following Kratzer, | consides asthe event type. The event type acts like the vigiab

2(13) if f(x)= ax , g(x)=bx then f(x)+ g(x) = axbx = (a + b)x
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(14) a. Causative: x g+ (Ly [€' (V)] (V) (8)
b. Inchoative/ self-initiative: x g+ [€'] (&)

An example of how summation of event type workgrizvided below:

(15) 1(ey) + (y [break’ (y)] (the glass)) {e
| (e5) + [break’ (the glass)] e
| broke the glass (e
= | broke the glass
(16) the glass (& + [broke] (g)
the glass broke {e
=the glass broke

In (15), first the lexical verb take its inner angent under the causative voice conflation. Underséime event type, the subject
(here the agent) adjoins to it. Also, in (16), teeical verb and its surface subject merge undeaiceevent type, which is
inchoative.

However, not all events allow voice conflation. Soavents only allow one type of voice. In (17btle} verbal root do not allow
inchoative or middle voice alternation due to natafthe event in English which is external causatin (18, however, the
same verb allows inchoative voice since it refermternal causation of the event but do not akbawsative alternation. In (19),
the verbal root only allow self-initiative voicedmtand nothing else while a verb like run do altausative/self-initiative
alternation.

a7 a. | gave a book to John.
b. *A book gave to John
c. *a book gave to John easily
(18)  a. The roof gave under the heavy snow
b. *The heavy snow gave the roof
(19) a. Helaughed
b. *He laughed John
c. *John laughed

In such cases, voice is a functional head thastaligface subject and the VP via composition otfions:

(21) a. Causativerx (Ap [e(P,X)]
b. inchoative/ self-initiativerx (Ae [e(€’,X)]

Here, is an example of calculation:

(22) Theroof gave...

(M (re [&(e, X)] (gave)) (the roof))

(W [es(gave, X)] (the roof))

[es(gave, the roof )]

=the roof gave
If a voice conflation, do not let into causativefimative alternation (or something that is buildgte product inchoative voice
with a merge like middles) or causative/self-iriitia alternation it has its voice incorporatedwill call the voice merge, the
first layer.

* Sentences likbe laughed his thankae the result of conflation with a null light befMaetu 2012).
4
(20)fe g(x) = (g(x))
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3. Second and Third Layer

Mclintyre (2004) and Mateu (2012) used an L-syntaatiproach to interpret conflation of resultativedicate. Mateu argues
that as results are incorporated in Japanese aahlthey do not show strong resultative. HoweiweEnglish the conflation
allows the strong resultatives. Here is one exarfipfa Mateu (2012):

(23) John danced his feet sore

VP
\ Result P
Dance \V; DP P
His feet /\
P A
VSORE

Mateu’s L-syntactic approach to result predicaténst that only Talmian satellite frame verbs cawnehstrong resultatives and
verb frame languages cannot have the strong réseka In L-syntactic analysis the resultative damndion that involve a
conflation with null light verb are strong resuitas like the on above. The DP is not the argunoénhe lexical verb but it is
interpreted as the argument of the empty verb t(Nghb) inside the VP shell. What this sectiongrie explain is that how we
should semantically treat resultative adjuncts @sdltative complements. Are they all the result@fflation as Mateu claims?
I will start with Mateu’s (2012, 2015) L-syntacticeatment of complement resultative and adjuncultave, which he
considers the same:

“...Given the present syntactic approach to Talm$891, 2000) co-event conflation pattern, whictydal of English,
nothing prevents us from forming (the followingyGnvolving conflation of the root N\WIPE with a null light verb;

VP
\ Result P
wipe V' The table P
P A
VClean

The analysis depicted (above) would be compatiitewhat Hoekstra (1988, 1992), a distinguishedpanmoent of the Small
Clause approach to resultatives, claimed: that asib syntactic difference is to be drawn betweerntwo types exemplified in
(the following).

a. The boy dancedpphis feet sore]
b. I wiped E¢ppthe table clean]

Following Hoekstra (1988, 1992) and Mclntyre (2004yill assume, for the time being, that ther@dsclear evidence in
English for providing the two examples (above) wittifferent syntactic structure”

> | consider verbs with missing object as causatiwbsch their object is muted not as self-initiative
® The author of this study added up the content cérthesis
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(Mateu 2012:263~264)
However, a distinction between the two types seseggssary, as the following ungrammaticality ivitadble:

(24) a. John Danced his feet sore.
b. *John dance his feet.

(25)  a. John hit the metal flat.
b. John hit the metal.

To show the difference between the complement tasds and adjuncts resultatives | assume two tfpmeaningful light
verbs in the sense of Talmy. These empty light verte MOTION, CAUSE, or STATE. Moreover, each oésh empty light
verbs can merge via conflation or incorporationemakrtain conditions and can have their own argu¢sg

Since the voice consists the first layer of metgssume CAUSE or MOTION is the second layer andT™His the third layer:

(26) Iran up the hill into the woods.
(27) 1 ran <MOTION> up the hill <STATE> into the woods

In (27), MOTION is the empty light verb, which takeéPP and has an implicit subject. STATE anothgstemwerb, describes the
relation between an implicit subject and a PP Tdw® implicit subject of each verb is the inner angat of the event (the object
of lexical verb or the subject of intransitive et)eiere, | abbreviate the lexical verb, cause yerbtion verb and the state verb
as L, K, M, and S for convenience.

For an event likerun, which both motion and result conflation layer aptional and the absence of none will cause
ungrammaticality, the calculation of the eventussnation of functions. The inner argument, whicthis implicit subject of the
light verb(s), is a variable, which will be takertlae end of the calculation.

(28) a.lran.
b. I ran up the hill.
c. I ran into the woods.
d. I ran up the hill into the woods.

(29) S(x) = (PP [<STATE> (PP)] (into the woods)) (x)
= [<STATE> (into the woods)] (x)
= < STATE> into the woods(x)

M(x) = (WPP[ <MOTION= (PP)]]](up the hill))(x)
= [<MOTION= (up the hill)]]] (x)
= < MOTION> up the hill(x)

L(x) = (x) () +ran (g)
=run (x) (¢

= run(x)

L(x) + M(x) + S(x) = (ran (x) + <MOTION>up the h{}f) + < STATE> into the woods(x)) (1)
= (ran < MOTION >up the hill <STATE >intbe woods(x)) (1)
= | ran < MOTION >up the hill <STATE >mthe woods
= | ran up the hill into the woods

In the above, MOTION and STATE are functions ttektetthe PP with an implicit subject. The lexicatbveakes its event type
by voice conflation. The voiced event is the oltligg part of the summation. The meaning of the whmlent is the summation
of the predicates in the second and third layer.

The conflation of the third layer can happen inaefeatly of the second layer. With the differencat tihe second layer is empty.
This helps one understand that the wiping causshehg the table.
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(30) a. John wiped the table clean.
b. John wiped the table<CAUSE,> <STATE> clean
c. John wiped the table.
d. This table wipes clean easily.

(31) S(y) =QAP[<STATE> (AP)](clean)) (y)
=<STATE> clean (y)

K(y) = <CAUSE#
=0

L(y) = John () + [wip€ (y)] (&)
= John wiped (y)

L(y)+ S(y) = [John wiped(y) + <state>clean (y)](Ttable)
= [John wiped <state>clean (yhiéTtable)
= John wiped the table clean

This calculation is the result of conflation of tate verb with the lexical verb. The state laydeetaan adverb and an implicit
objecty. Thecauselayer is empty. The lexical verb take its syntastiibject but the calculation of the inner argumeititbe
delayed until summation of the functions happeridhA last stage of calculation, the inner argumeéhte applied.

As predicted by Mcintyre the conflation of lexiaadrb root, results in a strong resultative predicat

(32) a. John ran the lawn flat.
b. *John ran the lawn.
c. John ran.

In the strong resultatives however, the AP, whietobg to the STATE layer, is incorporated into $keeond layer. Following Ko
(2015), | assume that the presence of absencellcdmall clause subject (here the resultative pratd) can be crucial fact to
decide whether a resultative predicate is obligatornot. In the conflation type resultatives, ®€ATE layer has an implicit
subject. However, in incorporating type resulte, 8TATE has an explicit subject, which is the obf#¢he CAUSE.

(32) S(x) =AA ([Ay [RSTATES (A, y)]] (flat)) (the lawn))
Ly [<STATE (flat, y)] (the lawn)
[<STATE? (flat, the lawn)]

= the lawn<state> clean

K (x) = (\p [<CAUSE>' (P)]] (the lawn<state> clean))(x)
<CAUSE> the lawn <STATE> flat(x)

L(x) = x (&) + [run] (&)
=run (x)

L(x) + K (S(x)) = [run(x) + <CAUSE> the lawn <STA=> flat] (x)]
= John ran the lawn flat

In the above example, the STATE is taken by the GSEWia composition of functions and then the coreddginction sums
with the product of the first layer. However, thare cases that the two layers are incorporatedarfirst the layer:

(33) a. John sprinkled the turkey with salt.
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. *John sprinkled the turkey.

. *The turkey sprinkled with salt.

. *John sprinkled.

. The turkey was sprinkled with salt.

®© Q O T

(33e) shows that the predicate have an inner anguim&t the inner argument is not of the lexicalbvéB3b). Thus, the
calculation would be as follovis

(33) S =QPP Qy [<state* (PP, y)](with salt)) (turkey))
= (y [<state (with salt, y)](turkey)
= <state>(with salt, turkey)
= turkey <state> with salt

K = ([AP[<cause> (P)]]] (turkey < state > with salt)
= <cause>(turkey < state > with salt)
= <cause> turkey < state > with salt

L = (re QP (x [ese, p, X)] (sprinkle)) (<cause> turkey < state thngalt)) (John))
= (WP x [es( sprinkle, p, X)] (<cause> turkey < state > wgtit)) (John))
= (\x [es( sprinkle, <cause> turkey < state > with salt](3ghn))
= g (John sprinkle, <cause> turkey < state > with salt)
= John sprinkle <cause> turkey < state > with sa

In the above, the STATE describes the relation betwa PP and the subject of the small clause.cldise is incorporated into
the CAUSE verb. The subject of SC is not the irmrgument of lexical verb but the argument of thdJS£& (33b). The event
type is a function that takes the lexical verbredate and a subject.

However, not all the cases of merge are construaadally. Those that are incorporated but dohaee an inner argument yell
this fact by not allowing the passive voice takeitisurface object. Fake reflexives and some beiaeies in object position, are

made by analogy.

(34) a. |l give John a book.
b.John was given a book.
¢. Marry made John a cake.
d. *John was made a cake.

Although in the case of (34c) the calculation isikr to the one in (33), | believe that the restiNe predicate do not have a
subject as it is made by analogy:

(35) S =\QP[<state>(QP)] (a cake))
= [<state*(a cake)]
= < state > a cake)

K= ([AP[<cause>(P)] ( < state > a cake)

=[<cause>(< state > a cake)]
= <cause> John < state > a cake

L = (he QP (X [ese, p, X)] (make)) (<cause> John < state > a Qgkégrry))

7 Following Levin (1996) | assume thgppray loadverbs with variant do not have causative alteamafihus, for this event the
voice is incorporated.
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=(\P (\x [es( make, p, X)] (<cause> John < state > with a pafhdarry))
= (\x [es( make, <cause> John < state > a cake , x)] (Mparry)

=g ( make, <cause> John< state > a cake, Marry)

=Marry make <cause> John< state > a cake

4. Conclusion

In this study, | showed that incorporation and tatidn of verbal root happen within three layete tmerge of voice, the merge
of MOTION or CAUSE and the merge of STATE. | propdsa sematic analysis to differentiate two typemarge. For
conflation, | suggest summation of functions andificorporation, composition of functions. | alsade a distinction between
second and third layer merges, which are made biogy and the cases, which are not. | showed Lttt &re distinguishable
when they are used in passive voice and in thidystuconsidered them as having a STATE with ngexttb

| also made consider a hypothetical CAUSE layertgrfgy weak resultative in English. This may haweeng cross-linguistics
consequences. As predicted Mateu (2012) verb flangiages cannot have strong resultative. Thisisase for languages like
Persian and Korean:

(36) Ali TaSakkor-esh ro xandid.
A thanks-his ACC smiled
Ali smiled his thanks

(37) Chelsu-nun komaum-ul  wuse-cu-ess-ta.
C TOP thanks-ACC smile-give-PASED
Chalsu smiled his thanks

While Korean allows week resultatives with &egyor lo resultatives, Persian is very conservative ab@gkvesultative
conflation and those week resultatives may not seereptable for all.

(37) ?78iSe ra be hezar tekkeSekast-am.
Glass ACC DAT thousand piece brakeG
| broke the glass into thousand pieces

| assume that cases like this are not acceptabbaise unlike English, Persian do not favors an gtager of CAUSE although
it does for MOTION.

Another consequence is that if we assume that #irergoice heads and they conflate or incorporitte tive verbal root then the
derivational analysis of denominal and deadjectisbs seems irrelevant Contrary to what Hale aegskr (2002) claimed. If
that is true the voice head merges with a noundgective just like verbal root and the related niegrwill be understood
posteriorly. For the sake of time and space, lédaese issues and further related topics for éutudies.
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To—infinitives vs. Gerunds in Spoken and Written English:
A Case Study in the ICE—GB Corpus

Gyu-Hyeong Lee/Yong-hun Lee (Hannam Univ./Chungnam Nat’l Univ.)

1. Introduction

Although it is known that both to-infinitives and gerunds are frequently used in English, their distributions
and uses are different even in the native speakers’ writings. Some previous studies such as Gries & Wulff
(2009), Wulff & Gries (2011), Deshors (2015) and Deshors & Gries (2016) applied corpus-based and statistical
approaches; and they investigated which (linguistic) factors determine the distributions and uses of to-infinitives
and gerunds.

This paper extends these approaches and scrutinizes how genre/register (spoken vs. written) make different
the distributions and uses of to-infinitives and gerunds. That is, the goal of this paper is to examine which
(linguistic) factors determine the distributions and uses of to-infinitives and gerunds in spoken and written
texts. The reason why this kind of study is necessary is that the frequency of a word or a construction is

influenced by many factors including register and genre.

2. Previous Studies

2.1. Deshors (2015)

Deshors (2015) took tow corpora for the analysis: one is ICE-USA for native speakers and the other is
ICE-HK for non-native speakers. Then, she extracted all the sentences with to-infinitives and gerunds. After
that she manually encoded six factors in Table 1 (bold faced) and NEG. She applied a multifactorial analysis

to the encoded data and statistically analyzed the data.
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Type Variable (ID Tag) Comment Levels (ID Tag Levels)
Matrix Verb Verb of the Matrix Clause
CompVerb Verb of the Complement Clause
MatrixVoice Voice of the Main Verb active, passive
CompVoice Voice of the Main Verb active, passive
. tral, rfect, ive,
. MatrixAspect IAspect of the Complement Verbs leutra . pertee PIOTEssive
Morphlogical progressive-perfect
tral, rfect, ive,
CompAspect \Aspect of the Complement Verbs leutra . periee PIOTESSIvE
progressive-perfect
MatrixVerbForm |[Form of the Matrix Verb finite, nonfinite
ComplPattern Complemetation Pattern gerund, infinitive
Usage Usage of Gerund/Infinitive subj, obj, pobj, n, a, adv
SubjectOvert Overt/covert Subject covert, overt
lexical inal
. SubjectType INP Type of the Subbject ex1?a ? prol?er foun, - pronomina,
Syntactic semi-pronominal
SubjectForm [Form of the Subject nom, acc, gen, none
SubjectDet Determiner of the Direct Object definite, indefinite, no determiner
SubjectAnimacy Animacy of the Subbject animate, inanimate
animal, flora, human, imaginary
being,  national, social  role,
absence, abstract, action, dummy it,
. . . effect, form/substance,
SubjAnimType Subject Animacy Type .
group/measure,  mental/emotional,
natural entity, object/artefact,
place/time, process, scholarly work,
social conventions, state
. . , np, cp, do (double object),
ObjectForm Form of the Object pp: np. cp, do ( ou. e object), pr
(pronoun), no (no object)
. R e . accomplishment, achievement,
MatrixVerbType [Vendler’s Classification
process, state
S ti lishment hi t
emartie CompVerbType  Vendler’s Classification pecompusiment, achievement,
process, state
abstract, general action, action
imotion, action incurring
ransformati " . .
MatrixVerbSem  Matrix Verb Semantics ranstormation, - ac 1 on. feurring
movement, communication, copula,
mental/cognitive/emotional,
perception
abstract, general action, action
imotion, action incurring
Semantics of the Complement’s fransformation, action incurring
CompVerbSem . L
ILexical Verb imovement, communication, copula,
mental/cognitive/emotional,
perception

<Table 1> Encoded Factors

Through the analysis, she observed that native speakers make syntactic decisions based on comprehensive
grammatical contexts rather than single isolated semantic parameters (as previously reported). More specifically,
the two types of speakers (native speakers and non-native speakers) adopted different grammatical features in
the choice of a particular complement type. This implies that the two speaker populations do not share the

identical knowledge of the semantic and morpho-syntactic constraints which are associated with each type of
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complementation. This study also shows that the combination of cognitively oriented theoretical frameworks and

empirical corpus approaches helps distinguish what motivates native and ESL speakers’ syntactic choices.

2.2. Deshors & Gries (2016)

In this study, they explore verb complementation patterns of to-infinitives and gerunds both in native
speakers’ English (ICE-GB and ICE-USA) and three Asian non-native speakers (ICE-HK, ICE-Ind, and
ICE-Sing). They also encoded a large number of variables describing the matrix verb and the complement, and
they employed two random forests analyses to determine where the Asian Englishes are different from the two
native speaker varieties. They found that a variety of differences between the Asian and the native Englishes.
They also observed that the Asian Englishes are more similar to the American English data. They applied a
two-step regression procedure to identify where non-native speakers differed in their linguistic choices from

native speakers.

3. Research Methods

3.1. Corpus and Factor Encoding

As mentioned in Section 1, the frequency of a word or a construction is heavily influenced by many
factors including register and genre. Because the ICE-GB corpus contains both spoken and written texts, we
selected the ICE-GB corpus. In addition, since this corpus is syntactically parsed, it is easy to extract all the
sentences with to-infinitives and gerunds.

From this corpus, we extracted all the sentences with to-infinitives and gerunds. Because there were too
many sentences with these two constructions, we randomly selected 1,000 sentences from the extracted

sentences. Then, we annotated all the linguistic factors in Table 1.

3.2. Statistical Analysis

Two types of statistical analyses can be applied to the collected data. One is a mono-factorial analysis and
the other is a multi-factorial analysis, depending on how many factors/variables are involved in the analysis. In
the former type of analysis, only the effects/influences of each factor/variable is statistically examined. In the
latter tye of analysis, however, not only the effectsfinfluences of each factor/variable but also the interactions
among the factors/variables are statistically analyzed. Though both kinds of analyses are available,
multi-factorial analyses are more appropriate to the linguistic data, since many linguistic factors/variables and
their interactions are involved in the linguistic phenomena. The multi-factorial analyses of linguistic data are
supported by the studies in Cognitive Linguistics.

This paper also took a multi-factorial approach and used a Generalized Linear Model (GLM) with logistic

regression in the statistical analysis, since it is one of the simplest and most widely-adopted analyses. the
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binary logistic regression is a confirmatory statistical technique that allows the analyst to identify possible
correlations between the dependent and the independent factor/variables. All the statistical analyses were done
with R (R Core Team, 2018).

During the analysis process, a stepwise model selection procedure was adopted as follows, which is similar
to the model selection process of mixed models. First, an initial model was constructed with all of the factors
and their interactions. Second, a new model was constructed where one factor or one interaction was deleted
from the previous model. Third, the newly constructed model was compared with the previous model with an
ANalysis Of VAriance (ANOVA). Fourth, an optimal model was chosen according to some criteria such as
significance testing (with p-values) or information criteria: If a model m; contained a factor £ or an interaction
7 but a model m, did not contain for 7 (i) when the p-value of the ANOVA test was significant (p<.05), it
implied that the factor f or an interaction 7 must NOT be deleted from the model and the model ml was
selected in this case, and (i) when the p-value of the ANOVA was NOT significant (p>.05), it implied that
the factor £ or an interaction 7 can be safely deleted from the model and the model m, was selected in this

case. The processes continued until all the factors and their interactions were scrutinized.

4. Analysis Results

4.1. Descriptive Analysis

The basic distributions of to-infinitives and gerunds are as follows.

gerund

CPattern

infinitive

spoken written
Genre

<Figure 1> Association Plot of To-infinitives and Gerunds

As you can see, to-infinitives are more frequently used in the spoken texts.
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4.2. GLM Analysis

The analysis results of GLM are as follows.

df Deviance AIC LRT P

<none> 2595.1 2891.1

Genre:MVoice 1 2883.5 3177.5 288.35 | <.001 *¥*
Genre:CVoice 1 2739.3 3033.3 144.17 | <.001 ***
Genre:MAspect 2 2955.6 3247.6 360.44 | <001 ***
Genre:CAspect 2 2811.4 3103.4 21626 | <.001 ***
Genre:SubjOvert 1 197.08 365.08 0.01 961
Genre:SubjType 2 3027.7 3319.7 43252 | <.001 ***
Genre:SubjForm 2 199.55 365.55 248 | 0.290
Genre:SubjDet 2 3388.1 3680.1 79296 | <.001 ***
Genre:SubjAnim 1 2883.5 3177.5 288.35 | <.001 *¥*
Genre:SubjAnimType 15 2955.6 3221.6 360.44 | <001 ***
Genre:ObjForm 5 3388.1 3674.1 79296 | <.001 ***
Genre:MVType 3 3748.5 4038.5 115340 | <.001 ***
Genre:CVType 3 200.05 364.05 2.97 .396
Genre:MVSem 8 4181.1 4461.1 1585.92 | <.001 ***
Genre:CVSem 9 3460.2 3738.2 865.05 | <.001 ***

<Table 2> GLM Analysis Results

As this table illustrates, twelve linguistic factors are different between spoken and written texts.

4.3. Effect Plots

The effect plots for the (statistically) significant factors are as follows.

Genre:MVoice

Genre:CVoice

active
I

passive
I

Genre = spoken

Genre = written

g —— e
i

¥

1
—

Predicted probability of to-infinitives

active

T T
passive

Predicted probability of to-infinitives

active

passive
I |

Genre = spoken

=
b

Genre = written

—]

T
active

passive
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These twelve factors behave differently in spoken and written texts.

5. Conclusion

As expected, the frequency of a word or a construction is influenced by many factors including register and
genre, and this tendency is also observed in the distributions of to-infinitives and gerunds. To-infinitives are

more frequently used in the spoken texts, and twelve factors behave differently in spoken and written texts.
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&0 6478
7159 6,752
C A= o o
_l"\_oo}(\_) I‘H‘g‘ 7,655
7159 6,391
ofl(oF S :
aIAE) &0 6.571
= 715 6,465
HPYES Lol
g 6,797
Zﬂxﬂ(@) 7]§O1 6,561
8o 6645
. 71591 7,516
4 O
e IEE 7962
AL 7159 2,097
2018 5 8o 2353
AL 71501 1,968
2019 =5 o] 7375

E5> g0l 7)50] Bl thgt wapiA

N
A ROl E(FE
u A 27)
Pearson
2242 )
Ftol A= 55 9 000
88 Aolx £ 116,539

a. 072(0.0%)2 suc A2 7|Hel =S 7HA]s A, &4 7[HiRl=E 2108.659.

AR 2 A2

Bonferroni 230 93k ALZE 24
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AE FogEo] 0002 AR %
YBM(A): FAFEok(&), 2019
SEC]): FAHEOHH), 2019 F
FARsoHE): PR A(%), AR
ul 2 l(d): 2019 F5

174(%): 2019 55

A

27

:9

P

7H: 2019 %

(
(°]): 2019 %

. O A4 A 458 woke A" #FogEc] 0459 A

bl
%

A oA TTR Gl
YBM(41) 0.218363 25.50925
=73(4) 0.239149 26.12528
SE(l) 0.205914 23.34201
FAbEoH&) 0.216214 25.95203
o] 2 () 0.213933 24.35644
v (& 0.221083 25.46006
ARH() 0.198925 22.85991
ARN(0]) 0.185748 23.10896
2018 3% 0.347865 23.2055
2019 3% 0.361271 23.80828

dol wAMEEY 53| gol =AW, g2E] dolE HAYZ Glz HH
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D. =9

Sushe gojo Ago] #F AT 19 714 ARE £
2019819 E 5 Fo] Aol AHEE ASEC] ARAME YFy Ao
J89H o]E AREC] o3 AuAe oA o AolE HoleA
o2 A A & H2ES] AG #ol F55 1%(11‘:” ) o7k o gol AREE
I ok Daller(2010)9] AANZ 17 TFAE IF 2 T I o9 Tol& Asla o °
Z(Vadv//N)S T R7 2 514}

<ET> o3 A A%

A O AG
YBM(A) 10.17802
=74() 12.35779
SE(°l) 8.010033
FAHEoH&) 10.964
o] 2 9l(F) 11.09347
v (&) 10.28996
ARN() 8.292916
A Rj(0]) 9.733896
2018 3% 9.324174
2019 3% 9.756994

<EE>olH B0l o3 Aol oA FEE)G AARNL 201895 E
Yelx addse B0 AAEh7} o Ardel oA F 4% AT e
ok), HAEO] 27§ AT, FAG)I FHENL :

Wgoleh 7150l Hgst BAYF e AT 29 A2 A%
Aol wl S o)z} ee HojFT

<E8> o3l R AF

A oY Ul-g-o H]-&(%)
YBM(A1) 50.95625
=483 51.6675
SE(0) 50.41245
CAFEOHR) 53.13389
o] all(eF) 50.69434
4] 51.2517
ARN(A) 50.31804
ZRj(o]) 51.44075
2018 5% 52.8764
2019 5% 54.6857
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FAs o) Te] 201898t E S5 o] AP vl U8 HES Holn UmR dIYMELS
O 2 AR AA oA 20198t E 5 AlFe] 2 ARERY wo HA 2EIta A2S
g & e A 2y

Ao oF AwA, UIA, g UM o= wHME 5 Fof AJEG Fol H =
A Yo o wdA s @A Y2t 53], 2018THE 5 AFED Wo|=7t =0& 20198dE &
T ANELE nHXMEF B2 AolE Bt

B oEre 9ol 1 1 A GBI 5% Gl Adel o3 ALAH DA JolA freln @
WS oS ARl ofd] tede MastnA ATk FolAF

A% A3, 5FHE wol B2 BEE|H A Weo] E2el mE©d dHDel gloiN AR
S

5 o) BAHOE fol0l% Aol7k Y AOE vehgeh

AT BN A SHE Tole] Agel ol WA Bl Aol7k Bekom, S Fof At
= 2 Aol7t e Wi Ntk oW IAAE S5 AYROE off) Yol ¥%T oW WA
£ gyt ol o| WAAF 23 Fah=iel mebd SYEe] S A 2uld dolH fE ¢
A 4 Atk AE AAS] mEd Ax 288 ¥ & gt Adelth wekd $F wikA AR
ot #% AP FAG QoA TAASE F5 AG e ofF AAY B D o]

AoE AAZY.
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o] EFAMTS S 739 BARYREA oA
Ramchand(2008)%] SAM £3&l o2& &3 3i3

A& (M=t
1L A

gt=o] At oAE AR JNFE Al AW (counting), FHHE ETF S A= Z(measuring) S AAZ ®
FE gol= B4 e BASE 2718 UBhd FARET oldE, & AbelE wiziske AHAEZ dojE Al
gk Zlo] a7k A A7)0 2]1 NS HEL N T owhElE, 4°CelA A7 100 goll s S-St
= & 24 A2 2 < dErE 2dd. WA fAE s dol dRF ez s ol
Y HFE I o) FE EFAKclassifier) 2 £ El th(Aikhenvald 2000).)

AR oJste] WAate FAE AFEE B4 A BARRFRA-FAE EAUE AFEE 3%
&2 FA" FAREFARS] A elst ‘EFAR)7E Fsts WA AdEH s 3ol AT 27]1-82001)
o] gojE e, AAE HEAR, FAE SA4F TELE FEVE A GA AANGE GEd A
ForEne vEAF e sjEdetal, o] A teEe £A4% FE2 < vl b dn 2
Me HEAE TETS 249 AR A& Aotk ol HEAY FEE £4% TR0l Hletdq A
TEE BEE VML, $49 72 53] £ Vel AN A21983)9] £H e AE
Zolt.

B7olo] A9 BRAT BHOR AYleh A7Y A5e BF SRS A0 olsjHn githy) 19
|

W, B2 dojolA AlZIsH AZI7E ofm et ojle}t FAHCER ‘T”E%Uré HuS3, O zpolzh AA|
2 ¥ dojzxloz #AATT 93 Rothstein(2017)9] Aol WEH o] #PS AT =7} Yot
sl Fojo AR A7IS A7 FAERS AHEEE '5‘]'1} “three glasses of water”2}= L&
FololA F 7HA A& JHRol dEA Utk shute =ol frEzt Al Well A4 EAA Ade A7l S
A3 Be *8M—t— AR g BS vhE7le A7] diA ol th(Landman 2004:237). th9] o EeAE

M1
o
=2
X
2
™
=)
1

o oJste] F 8|4 F sfuvto] shssith

(1) Mary broke three glasses of water at once.
(2) Mary drunk three glasses of water at once.

OIAE Mary7h o] £ f2i2k Al Be F5E A7l slAgre], QAR May7h Al 2ol g
B8 vhAE A7) ARl e

Rothstein(2011, 2016, 2017)2 ()3 (2)9l 743k “three glasses of water”®] FAF FZ2& o9} 2]

29 B EL T AolAre o] EFAE gl FAE dEAT a3y A $H1982, 1983)
HE7E 2A8A] W FA Folo EAo] sl Hez AgE A
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4R,

3) A7) 814 (Ramchand 2011) @ A7) 4 (Ramchand 2011)

i DP

|
D/\ NP
NumP

threg; /\

NUM NP MeasP N
L /\ /\
N DP NUM Nimeas
glasses  (of) wine three glasses (of) wine

N
-

A7 Aol 22 3)ye A¥EH, E7H}(uncountable) WA “wine”ol EFAF “glass”7F 285
S FA T A “three™’t FAEE FElolaL, A7) M 72 @M= FIE UElE &
& T AH(measure noun)7} AL “three”o} WA A¢E F, WA “wine™& T 8hs FE 0TI

Rothstein(2017)> A2 Al7]-A17] F80] #FHE tE AdojdA= 3-8 FAd 72& 24
T AT FAYRG. AAR Oe g dojdA Y 722 AEE F e #el A
ofo] Eutz AHEs7le TAZF o EHdH 39 FE= =
Ae AF3HARL, Fh=ol= AZ|ok A7l daglol, Bl&E4 3
7F #agk SAE FE o F7] wEolvh (¢ 1983).
webx B0 A= Rothstein®] 718 QL Al7ISk A7)V BAEAH o2 tEA 43 Aolgde ¥

3

>

AE 718 AAZ 9ats), Rohstein®] =FIHE WA GIololA oY WAZ FAT Zolth 1 P4
o e 2o 2L AVl NS FESE BRA RS AV A4S fEE TR BAHD
A Aolg Bol: dAES ANL, FA BAHOE FAT FHH TES A BESHE
Ae WY Zolth 3L 2804 WY AAYY BAA ol AP e e shte AsHoR
Ramchand(2008)°] 5417 £alE EQWTH 4golHE of hgo] A¥EL AUE AL Hol7] ek
AZYRAZ) %, S8l SAe] ol ojnlAoz 4EAges AL AN SRW AdE 24T

Zolt.

2. N7]1-A1718] EALA o)A A

21. HtA & s FEoIMel 4 LX| ofF

Simoo4)el WEH HTA % NF T AZAT BRA TEE BAS $EAel 47 244
GejAol 9] olRo) A o] T melth

3) Rothstein(2017: 56)& “of”7} AXALTE BEALeA] gom, & EAL 34l of-4H9] (of-insertion) 2] 2
Iz B}
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6) A7 =i A
7y dgo] F 240 | +F 274 AT
. iRl F gt sF el AT
© A7 34
7v @0l A AA7E ) WA JAXE I
w o] A vzt /A HEE St

G A7 A4S e BRA TR, 0 A7 A4 2 £RA TR 43I, (7h 2 ©7h
A9 S, (5 9 D 5T SA7 2ol dehdeh AT A7) e el @
TR A% WA £l EAY FHUAL YAY ol aTHeh T A7) AL el
A TES AP ©ANAT A $24 0o A QA 27 e

2.2. ECM T20iMe| A UX| ofF

1o A Simo] #ZRE AAY A7-A71e FA FEAR 3R] A AR @l SlojA AolE Hole
Ao HY o] ol WA ¥E F=& B5 ofye} d9jF A FA (o]t ECM) FEolAx Tdd
o} QA A “AAE e doldM ECME frEsHE tEAA FARE <A Slth

®)
Tk AFE (o ATE [ [ AL A ol Al A7 B0 Qlieka) B,
U ASE o H90E [ [ $900] FEE 2ol U et Sof k) A2

®) oA+ ECM A “Aztstthrt o] 11 WEES TP T#A Fed F4& Fosta ot &
H sl=o] BEFA FEAA= HAFT & Z(extraction)©] B2 74 slol|A Mo EEHA de=d, EE
3] WA WEES TP thil ECM $AF “Azsttho] o3 tiAds A7pike & Ae 91322 [Spec
CP] 9IAZ o]Fdte A5 AANEAY A7l EF/-A 728 @7bholAE 12lgk olso] AdEA TR

A7l A FE] @HhellA= s8dH

2.3. TEAY HE 1Y
Yol oo} e H&EAY EFA FEES HYFT Saito, Lin & Murasugi(2008)°] w2
YHo] BRA F& FHAE BEFEY HZFo| Mttt

(10) (Saito, Lin and Murasugi 2008l A 2}-&)
7}. Taro-wa [hon-o san  saku]  Kkatta
Taro-TOP  book-ACC  three CL  bought
“Taro bought three books”
Y. san saku, Taro-wa [hon-o 7 katta

o
%!
3
rlo
=)
oft
2
Bl
o
Ked)
i
o
2
il
v
rlr
mt
Lo
ox
ol
fd
30,
>
)
ui
it
2|
>
rlr
=
B
52
32
ul
o
Mo
-z
fol
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(107he AFHA EFA 78] A" dA L, 10hE (107He] FFA “san saku™7} #5F2 F&
 Zlolth. dRojet oo RRAF FEo| TR Be FARS HAFAE Bt
2008), AAE2011)L T2 (1)F 2ol F=ofl A= (ohel sidsh= FFA A& T4 Brbedd
< AAsaL, o] Aol7h dEo] WA} tHlHE o] YA Fad 5EHoz B Qith

iJN

rle o

(1) *A F, e AL ok (AAE 2011004 28

Ey9] AR o] w2 W Saito Lin & Murasugi®} AANE-2 A7) 4 7HAE EF/A 729 st =
o3k A, FREE AL A7) HAS M Tdmo] BRA 7R BE FEAY HEo] o= A
T &5 E AAYE BAdte Aotk

1r) 249 gH, 943= &< vtk
A3 (11)9) AoleE AEH FFAb A ol E AAANZE W F=HAG,

(12) A4 :r‘—]O]L]- HAr= Ao
(12) 9 FEY, 43)= ES npyt

2%t (12)% 242 (D3 A1)e] HAEE FFARL A D7, <D e 24} o E AAN A
otk (el Mdte (12)9] #PAH el 3T F5F AL FAF # ok 2ol M (129 2P
() RTHE dob welzl sh, o3| oj4js) el

2.4. SAF Ekel FE2tef HlW

SHAE 218004 238744 A7) EFRAF TR A deS (13)F 2ol A FFE 7Rl
A HofFET

13)
7 4go] Al ’ol [ Al WE %o QYA (15 )
G 7 old Ejo] ol Qe @ 9 & Ao)P AT BCM T
oAl B, e Fol wskT (FRAL A

137hsh (13the 3% PR L ECM FEOIA WAlsh £34 ] 24 BAAE, (13the FFA)
BE 4% M54 RelEth ot A7) A4e 2t BRA PR S BAHORE WA

ARl B A9 25 ide AE AR,

o

3. 7F3 9 At

31. EFAL 22| A X9
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3.1.1. Al718F EFARE
YukH oz BERA FEL e BAH FE o)FE Zloz AL oy oW By WEvh 1
TE EAtEAC dsiMe e A7 EA%te 23y 28] A5ES uHEE oHT AT
AEE A7 A7) S ZE 24 BRAF TR G distd AASE eyt Qo
A A7) s ERAN FES B AT AFUER FAH FE o]FE ZoE Bt /|E 4
Fol "ate] 2.1-22004 #EG HALFFARE A YA @Ao] o] BMS AR} A o5 FAlS:
B WEFe YA YR 849 %3t 229 B o] PAE HlwF oo AFEE Zlo v

stel, A 238N HHT AFo] BT RANA & = Aok
o o o]F& N-o[Fo| ohileh Np-o|§OE Hojok @tk “ABWE WS F AT ALY of
BAY AT DL BAT Gl YT ) ARaA, F AV RN TR WAl 3o
ERAE A A A AL ok At gATEE Folth BRA TRAA 9AT
o 4 mFo] mrks Agole] tehd hsgol Eed, AAE Be TYHIL U SR} oln]
shutel 422 o ohe Mk, Agolel AT AT olFel ololA A%kE @ W] WEoltky
B BRAE B Wi oms) A4 22 AR RAg o AT beA B
Eﬂl%}tﬂ AT A 2 o

Al 45}6}“5_ (149} 2t}

312 AZlek 5% 7% 2 O 2A

oAl FAZE He A2 A7) s T EFAF TR 28 AW EYLRe], o] FE TA
2 *é—‘?'—a ol FThL H7] oy} o]t OIWE v A= A7l FFRAF FEA A EAE A

2
o
X
a.g
r

: g 7Eol Sa BAT A4 ARG B4 Do S84
7w X6l dehdthd, ol FEEAe] S% e Brbselel @tk ey ol A4 oAl b
BAOE as waEt hed 53 FRAE =39 5 9w, 54
ZAoleh, 2t o] AE 9N EAZL Atk wrere] S PR WAt
APBE A%, A4S FY BARTG B X 25 Do o]
e @ 1S [v B2 vhtHPets 328 A5 WEe By ohieh BA <20 £34

i)
>kﬂ

6) AT X7182001)2 GRS FFAS] AEA ol wet
AeE AASAL, BraY@o17)E EFATE 7}75 star gk

r°“

ART, FAT T A P27

7) EGo0E WAk FHA Alole] F&BAZ AYBTE A AHI ol YATIE 5%
ATF RAG BRA TR ARl AXa x} 297 g4EE ol

142



gk g” o] FE AAE AAsh] dEed A7 AT

3.2. Ramchand(2008)2| SA+ 23l 0|Z

32.1. &0
SAE Fdste A9 oWl FW(CAUSE), ¥F(DO0), ZIBECOME)°lgtes 449 AR Tz
(event structure)Z 3T 4 o ol YH|EZHA AT EIE oldlE 4 Y. Ramchand(2008)=

%
A BebAQl ARdFETY % AREol  OtE kg Eojop dittn Az Fokd  djdste
InitP(Initiation Phrase), 5ol 3] &3 ProcP(Process Phrase), 2 7ol 333l ResP(Result Phrase)’} 1A
olt}. o] Al FREL 77 slEA A (subevent)o Bl 3tk EEALAL EALZ Y A= Init > Proc > Res
wola, o] EANE AFJA I HdE3rh

SAE ARAle] FAetE sHRAR S & Aol AYE e, & ol EAE AYs uEF o
2 EFA A ARE SEHO AdEnh 7 sHRARA Y TR (theme), & SHEARA S ol 11E T

l

O:

HARTEE A Aojo| Yebd mite] A Ao 7] Al A (initiator), ProcS 7 € Ab(undergoer), Res= Z &
(resultee)©]TF. AW FALS] FZfo] FolAW, WA= 1 F4E AFSHL, AdAe $&e HFo] F
© &8s wet 3ol A4t 024 HE AAEo] AAAT sFE A 3 JAHAE E F
Al ko] ABAAE ol gt

SAE B3 AR Y Fo FEoR AHE AAMH, AR HE FARY FAV 59
Ttk O Ae 593 oY HAPE BEE A Ao FEOE AET T8 AdE FA |
ATE § Wii Mg w2 Ao AR Tgo] e ZOE F3Th o] Wi tee FIE

2 g¥9n,

(15) (Ramchand 2008 3-(1)2 3o} EALZo| g HE)

InitP
//\-\
Initiator Init’
ProcP Intt
Undergoer Proc'
/\
EesP Proc

23 BEoje A
= T g el 7HA
A a7t AR FE WAE °IF
g 73

ZE ProcPo A9

§) WaF009)S ERAT BA-FFAL HAAGE FEBAN T HoE BI
g 23 PRAE tedl 47 483 F Uk U 223 :
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ofste] AYF Azbel wel ol FHE A A AP Lotk ARE BIHY £E QAW F
A4 5 9l ofF ProcPrt AZE JHUGH Prock7l BASHE HAe) BelHFAHos E4A
F2E 1 ARE 5557 homomorphicy Al ¥ T,

312014 A7 @ & FEE Z2E FATY AT TZ2E Ramchand(2008)2] o2& A&t %
< F I S FEY HATFE SEAEE EYEE AR AUHAR, FHAE WATFE HE
g e FHE Ay 847t "y FAb wEtdE e AY 240 A2 2 4 9k gk
EFAMTFE AR F AATE SHEARAY A AFojo AdE & AT F A& “ el A" A g
Heth e “d47 £ A gHE DY SAT FEEE J8W o 2o

(16) 7} “HE7F AR Al AE HeEw U “dert & d gHE ity
InltP InltP
_.——'-'_--_—‘_—_‘_'_‘_‘—'—-——_
g ——'--'_--—-_\_‘_‘_—_‘_"‘—-—-—-_
- A VR S
d= ProcP Init Hap ProcP Init
CLP Froc' - NP Proc' OfAl-
Y caiiiin o, SO0 T FAN T
A M A Path Proc T Path  Proc
AN | = |
pro <H-> 2 2]E <ORA->
o] 729 XL 249 #AS WYy, 3.1.2004 EAANFHAJY S T FEHA EAE A2
= ShH, B4AQ 2o 2HEY FYgH Z—f-.iﬂr% Es=d+= Aol

FATG 2% FES LIW FAFY A FE7} oAl 94
Jolth WA BT 2% PO A TEE WAL Aeel Befel B BEY

.
Rolehs dl%e WES & Ytk AA(2006, 2007 AAF FA w3 glro] B A FEE A
g 2 WEln Yoy F WA

g AFech AL micsh
Proce] AATEE AL B} SPAE AEHE AEE Y A
2 Helzth WA SRR Do dFe BA,

9) Z£Al2  Pustejovsky(1991)9] WHES wW=E3  JAT,  Saeed(2016)0] WEW  Pustejovsky <}
Ramchand®] A Eafo thgt JIH2 A2 FH7bs3sint
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(18)2> 37t AWr|Z AW A9 I4E& AxPd AEE 7MY 187t /AN, 18)Ue
= FES AR Aotk a"d (18)d ¢EA tialel e B (18)9] Mo T ET

2
ol

(18")
7L e A=) =

U = A5 =

N
-

=

tlo o
k1

s

o
o

S S
O

)
W

R
30 32

(18 7h7F Fel7] AsAE D37 AHgstE AWzl FHol oAl A U oA FAC TR ke
=47 WA doE ddoldor gt 3 (18hE # FXIF 34 Ol AES
F3l= FFEA it de & AlHolge A 3 7HRTHI0) o] AL HlE Ao T EALY] oFE
(manner) AH7} T2 WA 02 FojE& Soldt dieltt. BEE ¢uto] Fod (187k-holA e 5
& FH Ao FEHAA ¢ge

g (18), (18)°llA AR 271‘“— Ao Yoz Fo 1
BRItk (19)9} Zo] YurA o LAl F7|7} FolSH Zo

(19)

7t GEE T A S Bl — GEE 34 e B
G 98 24 A QR Bt - 95t 34 QRS ¥t
AW APFAAE BRATSH 5F TR dEA WSIT

7h G8E 5 ol e Ba dlth 0o 93l 54 ) ke B gtk
U 9EE T o QRS Ba g o 98E T4 U 98-S B3 Yok

ol FEolu, (19vhe (18'thelA =<3t

19)7He EANY B
Bk (8h)E A9 T8 AHol oAl dwe A

4Ry Froz

o|t}.

32. (19)9] 24 7tsd

10) F o FAA B =7 g 7hEaA lEelEhs 5% (cumulative) S| 5= 7HAG
3b7] otk AIZMRAL <A 579 EAlE o] A s Add.
z

1) ExEA= A —’T‘—%E =7 A, (18)7He Adgs Al TteE Be AL

145



32.1 &

(190l A B o] @] et shte] 7hedt B4 ATz BuE vpxHa gt} o]
A F A FZ| 2AF Aolth WA (18)dA UEUR Zaste FAVE fEE T #A=
Abe]l BA Aol AFo] of)glE & olth Rothstein(2017:18-25)0] WEMA FAIE <e, t> EIYS 7R =
oE EAEE Ao] BEetth of®d AdAF K7F Fois W, 1ol sgste FAE koldt sHE, k9
v Y 2717 KAAE g0ste Aotk & I =842 &9 [[K] = & [x=KE £
21 (18)9 3o BAE FEIA Feth gadte FAe g g #AVE FEEEY, I FAe
“Holx kgt A ES 7ok st o7l FAVE F3AE EFYol HBE ofof ThEdt 7401 . TA
k7F A3 WA N Adsle] SR ASEE <<e, t>, t> EFYQ AP IX[PX)ANX) Ax=K]7} F o

*

© o 4

o

A7) EA FSA I7F “Holk ke e =T

H Gt BARECNA 71E5H7] Al e A3 XA BESoA A & 2-8-H(scope)ol BA
of st=tl, BE 7Aool A d3Ae AL S PA sl e Aol A Fa Atk A =
2] &2 (logical form)oll A2l HIHA|] o]&F(covert movement)©] STHT. wWetA (199} (19°77hHe] e TA
= FAVE 2FE BRAN S s AR B A8S A F FAEAHSE AHY A
oz HFA o]Fe & F HHES AEHS AR Witk = (19l e BAVE 49
SHA & ol S FEAE GSAR HAEHA Xstal 714 fAdA IdE 4] jEd A

i)
2 ot

r°"

g2 3 #Fe W3PAo] ProcPE T 3HY 2491 ResPolut A28} AE 53314 Eate AFO =,
B84 T(imperfective paradox)Z 2 A Atk AFAHA FAF o 3] (aktionsart) T T FOZE
AHEE £ e AL P H(activity), 243 (accomplishment), E 4 (achievement) FAFCITh 20)14 &5 A=
AAY PAsA e Ao 84S FostAR, 4 H G FAE %A Fh

(20)
7). el vheelA A3 glek = el el it (B9%EAH
U g M Bska glo v Gas He At (R
o A4E Aol BA8D Qnh = A4 ol 2Rt (2HFA)

rocP2} 7 Z, ResP9

HH Ramchands $AEALE BHEAZE FRAANA ERHA F2E 242 p
A EZ] “—:]1_ 9\)]\_”01 751;

EZAZ Fa ATk o] S AL, 20094 HElY= BESEN 2l s
9} ResPo] 3|4 S W3sl= A= BT

322 At} 24
32,1004 & AZ] 2 (19)F AR g g 7P AgI

7}, Z‘l g}b]' FA «2 -2 YA (Progressive Phrase, ©]3} PrgP)E FAFSHIL InitPE

N

. FBAR Bl ARE BRAT B
FARRE A2 71 AR A
o} F3kAL A EkGsland effect) *QP; [ProgP ... [Path ... 4 ... ] ... ]

A FFA= F8HAH(Quantifizer Phrase, ©]3} QP)E
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enel @k 18°7h, (18Whe LFA 244 g9 3% (227h), 2vhE 7tk (Hed Fo19
[Spec TP] °]&2 A =Fataith

@) 7k .

== Oh Z2hE Pr|gP InitP Pre
NP -1 5l-
Tp g A3 ProcP Init

A N A

F ProcP Init

|
o R P <8

Path Froco

A

pro <{H-

(227hllA B%o] QPR EFY] HEHE EFAT “mF oA e VA ARET &
[Spec ProcP]2] X0 21the 4 &S WX ¢ LFA BARHOZ 473 & QP
(A [Spec CPPL.E o] F3l7] wZol AHG #4849 FAY & QUvh wetA 4,
o] A7|E #AAaAANE =gl EAste EAGSAL Joll ot o] AE FEITh Y (221h
oA B% (18’Ur)-°4 =4 *W}i QPE E}%} Ago] Brheaty] wEel ols §lol APEHAD 914

4 5k A QIEDE olIA ol uEol Bek, AAAIA A4 24 FEAE AZE S
e st A gadl o Fo BA} HEHA B

e
AE412006), “Fr=o] FAS] AR T2} o FGEAA)”, T=ol3t, 30, 31-61.

2422007), “AF FER A 4 Bz £do] thd A, rakoldt, 35, 17-47.

W4Y(2009), “THA 7Y FE-FAEH A7, THEE, 114, 1-27.

HFA(2017), “Frmo] WA A BALE -FEFA TS TAHCE, TAolel HE AR, 13, 391422,
A} A8 (2011), "Constraints on NP-ellipsis and DP-internal Movement,, A1-&T8tw A ALEHY| =&

AN H(1982), “HoAFFATY FAA 1Z, TR R, 53 - 54, 155-170.

A +(1983), “=o] FAF B FERFANFY] {3 1, roshATFE, 19-1, 19-34.

718001), “3t=o] FHA T F29 R HIEAY S F4AOR, TFAT, 37-3, 445-482.
#7182009), g0l A ALY AP FAE,, =ESHAL

HYP L 9(2017), Tg=o] BFA A, EAET I
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=09t =39 FAAH =2 =4 Iz o #HE 7|E

o] =& ©o 9vlY FAA g E(concreteness ratings)’t FA FHS EX IR 9 ¥(literal
meaning) HE 9| 7|Fo] 2 F YA Fo] FAY =7 A dF S8 At gk o F S0 of
P AAST DA (lay= A IHE grola, (Ib)e 274 v o= Ny vty & F

(1) a. Z=0] &

b. Alde] EXoh

kel =
Sk AWl EFOT AL AL AWE WA BAe FA) BEHET SHA O o4
Wit @A £oi9h £ AN AE AAE Helstel T4 arzel olvls) WA ojug 7
B2 5 9 02 nal BAE RE golw¥ 2%l 1A% AL Holvh 19w &v] B
A% Bast Uk

(semantic type)® Tt B F& #AT 7]Fo] 2 F JE7HE U

Hzx FAH BEE Tl &4 IR orlel M ofn FEE AEF A= Tumey et al
@o1nelth. o]5L FEARHA A& FAL AEE o8&t A IR ou|e} WA omE 7}
5 BEF3e 25 Zd(supervised model)S NS 79% HAEES Hole ATE HESHUTH Hill &
Korhonen (2014)= TAA HEt 34 (subjectivity)©] F-EAR-HAL A3 gvlo] FEFs vt =4
< AT o] = FEARHA Aol ol Fo| FAE FALE £o(FAhet =3 Al o
AT FAL A7t w4 IR oJu|e Wby onE PR 7|Fe] 2 F UAeEA =Ydrh

AA 2-o A o] WA E FA IR on|et W on] R #§ ou], F&EH 4
ToA AANE FHAES 89S TF Dol on|o] FANFEAA B Ao} I =& UF| &
7Hd‘3]' vrdlAe B2 AR onE AFH ofn & &2 Ao wet vt Ao 9
n £ ool o3ou|g} H2= #5329 U|(customary sense)E EA IUIES ou|E A oJgit) F
74]/‘“01] #atde A4 ¢ e WS ANSE TolE FAHR)] dolg oy dygog olaf|d
UE T E F4E dolE AT FAHR] Tolel FA4AR dole o|BHFHSE JME F e A
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o] olUgl FAAHL AE Ao]E Ze 2HMEYOR THT £ Q1 72 doje I AHEY Ao o
AAE AATTL B 8§ AAY W82 2804 AR 3EAME o]Hd o]&F WAE EWE
Fo1¢ ‘hope’, ‘put’, ‘meet’, ‘fall’, ‘smoke’®] TAAH A=t =79 FAL A= AolE EHTOLEN &
2 a2 ouje} WA ou] TR s|FoZ L3R APREE Fr} nxutoZ o] =29
Aoz AN Az} WA o FAo FAE s%sty Bow AP FF AT PFE 7))

HA o] EEe w1 F

2. o] &% =7

il

AEZOZ tolo] o3| oup AA Aol W] oFdte] WHElE Wol F3LS o3 F Z&
(lexical narrowing; e.g. drink ’drink alcohol’), <A A}-8-(approximation; e.g. square ’squarish’)? >-2] &
Z}(metaphorical extension; nightmare bad dream’)2.2 FEFITh Tt #HA o] E(Relevance Theory)©|
olele Fpol WulsA FHH AR AEFeEA B4 Juizel oush vI&H o|viguaive
meaning) Two t¥ =Ao] AAHJT. EA Iz oulet HIFH ofn] FEL R EF FEE,
g 21374 ouje} wzE 217 on|, HA Z explicit)y 279} 4EH (impleit) 2v] FE] =A 3} )
+ A #AHE Z=T(Jaszezolt, 2016).

AoAxde doAHo = JQadd rE Haislste w
29 FEo ‘?} St W29 (contextualism) Aol A=

AAZRE A2 WHolgths F4o] AHHA
/]U]E %X*OVI Uﬂ—tv'— IE} Z’-H”i "}014 o=

W o] qgde HAdiglsta, or|Ed &
A Adize] oujet HfA ouE FES}
grstH, ofFj el v Eo] L, Het
ol ¥ oW 2HE W] ojEsto] 2w o]
= rgAEe] Qi T Hgo] F= HR
ML ste ek I v = 3} Ak(speaken) ] o|WIE U
Bt =, *ZP :LEHE«] oful= Ao A4S oo ® AT Aolth W, 43 O(minimalism) =
24 229 ovet WA ojn| wo] F, WfH on] FES UA 3]- A =4 Dz ofuE #
%2 9| H|(customary sense), ThA 3 2|7} ddojF omE} = o7 0471\1}
2 a2 omlo] #3 =42 1 AAE v FrEL

Uog AR 9= sk @71 o gu, 7AA Axe #d 'ﬂ—

oule] FEE stz dke o] =& EE A HAMAE He F A 4R F stuE Adda)
of st=tl o] E=&oAMe AT guEY YAe wet HAF 97 F, A 2UEY 9y
T2 oue] F&3 A4 IR on|olA WA oju o] Wete|EZ on] Holgks ARS ©dy]
2 0 ge o] oo FAF A Gl B3 =oE beEre] avfd.

YAE018)NAM 71&d vz, T 5o F4o%9 o] 24, Ag Tl #3 A7 Fd8
EHTQ”*H ol& <dojd}, Agdolst, NAFASHET ofy}t AdA| A, AEAET, RRE: T O
Hopoll A FFoiflo B3 ATE st Utk ofxo dojrde] FANFEEN B AT 71
= AEdolstst AdAASM AZIHAS. Aedoldtd F7le olEnt “TAA EFH(Concreteness
Effect)"eh= A2 AgdoidtollA ddst= A d 2 Ao FAHE AAAE Ao
Fdo] ¢ ALsta, Hsiy, 2 A3E WY Nl
©] 2(Embodied Cognition Theory)®] &I} Wojt}, A8} X
ol ddol I AARte 2 = Zo] o}l T Adoj:x o] AA
Aot QA7re] FsAgo]l YIS mHTE o] &olth o] & V|He g A
A tdd Rd dg 2REAVE ST, o] B3 doxd or Y

&:1

o

il m\m
o
Obo
_Oﬁ
Q2
of.
>
i,
£
‘{
_>,i
[
=2
fru
lo
lo
H
i
o
ox
o

jg
=

7]
o]

o

& A
)

rO
2
™
4 o
o,
o
X
ofr
fu
™
4w i
[>
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4
Lo
offt
o
i
n
=3
o

TFAR(EZFL F449)S ogA A= ofE wojrh Ao 3AA FA 3R] A 7)E

& Rk 43 FAE TReE M BEE EHoR A7 7 perceivabili) e £ 5 Ut

TFAAE s B3 AT & dv ddS AXEE T, FAo3 e B AR A4E F

RE QHES dojdor HAYss dojg AT Paivio et al. 1968, Barsalou 2003). LU AFY F

Aot FAoFE AEE B2 UE F JE Zo] oyt 23y "ol FANE N F4H
[e)

J
wolsh 7bg TAHY BolE FFOE dhol HE AHolB Bt 9% xMEPoT FFT F Yok
618 S0} AFH ATE AN physicianth Z-E Tol Tt AAE AT borerth F4HH o]
AR, odd mumbersh 201 S 01 AR HOINE WABRAE @ 24l B 5 ek P

L gojrt S B8 4" 4 dE AEE 23TH(Paivio et al. 1968).

ol E&olME FAIgol ool ofyet A= Aol YEHE "“31 Hoz wddds F4E
wrolEo] Brysbaert et al. 2014)7F =l 3 w2 Fo] To] FAA tlolg Al o] &3t &2t
W29 ov](literalness)E HEE F YA HEZ T o] Fof o :rlxﬂ‘é o7 ZEAEE g
40,00071 2] wl= o ol F o] BH(Y: wom il WE FEEE £2AE T mao] FAE
A FAL A= AeE @2 dHolgMloltt o] A7 FARSAA 7 F2A dols 1, 7 T
AR GolE 52 st 58 T E(scale)E AASHL IF stUE AHYsteR st FAY A=E Hr
2 AR FAA% = 5 ]’ A 74 A T L AN AAE 5 e gz Aoda, 4

= 2l

27 2

& Tl A4E 5 o, dil gE dojsd o diE 5 e o
& 59 ¥ FAF climbe 4112 vl FAHR] ofF ol &3) pelieves 1552 w4 F4A o]
& Aduhal Hojop ei(PME, 2018).

TAE AEst A 2R on7t #EAdE A AL A& dF% tHE Hill & Korhonen
QoA T 2AE Fe F Utk 2152 FE8AS HAE 4E AdTxrt 24 adE gnE
Zt=7) obd7bE Bk 8 FAN ST WA FARIFEA 0l d¥ e vdina AT
5, F3AA FAE FEAA WA Ay FAE &AL 7AA A Ade ste 7
e B2 1dze 9 ] destA g, @gArek BAke FAAES F3A0l AEE e =4 dd=
o ojul7h opd WA ofw] WolE § Aow AT dE S0 FAAHA AZE UEllE F8&A
‘white’s= A /do] 7 ©ojQlHl o] wolrt ‘table’d 2 TAIA WAL AR W ‘white table’-
2 Az om = SQFA HolE-& AASHAIRE, ‘hope’ A FAA Q] Tolet AR we “5hEA
o] ofy} “FRF"E v ojuol= A4 AR v & < gith o3 #Ee A
aze] om AR FE 7EoE AHES g A A¥E Aotk ¢ =
AGE o] 7EoRE EH43 B =3

&

rulru

HE
o
=

mﬂl o r_g

o
<

3. 744 A=t A4 Iz on

Brysbaert et al. (2014)2] TAA A= F4 HolHAL Fo
15 2 29EY F H5E W7EF stk of F4& dold E}«l**(polysemy)a A ‘»’%b
A s AR AAY, 45F, IYEF UHA FH Fd4e] el iz FAL =S
oA FAL AERE ol &% A 11‘415-&4 ofm ARg-3} HI T 4111 AHg %L—Er
24 = v F= Z=A}LA o ] 2

B @l 2 A F53 FAY A=E 11]"]2&‘1}.

O

o,
oft
>
I
™
N
3

D 24 FARE FRAA AL B o] ERAAE FAY 0L FUstel g
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(2) a. hope (1.25), hoped (1.69)
b. put (2.5)
c. meet (3), met (2.58), meeting (3.31)
d. fall (4.04), fell (3.55), fallen (3.53), falling (3.64)
e. smoke (4.96), smoked (3.65), smoking (4.32)

A @A ‘hope’7F 7HE FEAQ SAE FAAN A 125011, 7HE FAIHQ FAE ‘smoke’E 53

W ol 4.9601T). ‘put’, ‘meet’, ‘fall' & F7o] Y= FAR ABHO T BolT FALo glum A7t 7
& ANUA B2 A4 WeE TAMC] JOWAE FAHQ HRE 2olt AL & 5 U B
ojZolt}. 53] of FASE AEUlA pure 97, ‘meer S 137, Rll'S RAZ oJulE o} F&
Ae HW @ F 95o] Tyl 4 FASO|Y. oARE 72 BA =l AMY GEL 043
of 2 oA wase TAN AEsh SA TAN AEe] Al sl AV WA AR 7
B AE} BE smoke'RE ol o E3 FAM AE, 1T =3 FA TAH AE AolE AA
.

(3) &4t ‘smoke’o] =Yl AMNE A EI FAY HE
a. We never smoked marijuana. [marijuana (4.89)]
b. The chimney was smoking. [schimney (5)]

FAF ‘smoke’= 4.96°0.2 71 FAHQ FAF F sholth. ‘smoked’ = 3.65, ‘smoking’-2 4.320]T}. £
Ul ‘smoke’®] AAE B)ollA A 2 2712 Yol AAEH. F UHA o BF =%E A
A e AAGS. debr SAY =3 25 FAA AE7F 2ot ‘smoke’s S S Tl o 9
n o] AFHA 3 A Atz orjz ARHE oz Hn HFsAH, ‘smoke’® TEE
=3 AdgAlge F4A] =3 s7tekA e 2Ae] EEAQl o] & B4l 2f4Y & 5
of o3k o] Aol $5E AER AF oA &2 AL BT tBgoz | AAT 5719
AT 7HE FAEl R ‘hope’d] & EA-

@) A ‘hope’?] Y=Y AME &3 FAY A=
a. I hope she understands that she cannot expect a raise. [I (3.93)]
b. T hope that all will turn out well. [T (3.93)]
c. I hope to have finished this work by tomorrow. [I (3.93)]

ol A hope’= 15 TR TAA A=A 71 F32A T4 HFdl Fohe 1IHUE 2T x
TAE A= 1259 wf¢ FEA SAlth ‘hope'= 53] A FAo|BE HPH Fol =32 4lE
2 Aol 7hed Ao 2 APF g Zet Fol =39 FA4Y xS £2 HolAW, hope’
7b e FAHeln BAo] =gor Fr MAdEE HAY AR AN =3 FEHolERE A B
of FAY AEw YWrpal Hojof gt 9o AAF dE2 Fol =& T FAL A=V 3938
< Hog FAAR Dozt TAH !’:}Oii Holop Fol|, &ojo} =3 FAA Fxo Y
Ao wE WA ou] A9 dE HolA = deth 1y Ui & Y A%e] 25 @it

(5) a. The woman hopes to eat the banana. [woman (4.46)]
b. The rat hopes to escape from the maze [rat (4.85)]
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c. The newspaper hopes to have eight times as many articles with comments by the year’s end.
[newspaper (4.82)]

$9] d& Bd ‘woman’2 TAAH AE7} 4460|1, ‘hope’= 1252 1 AE 2|7} 32104 F XA
(5a) BAS HF3 uZ Br)E= ofHth 2328 ‘woman’2 ‘hope’d] HMFZHQ Fo =Fo|gta B &
Atk kA w09t =& FAAN AR Aolrl AT, 2 a2 Yr|E A EHEZ Turney et al.
(2011)°]} Hill & Korhonen (2014)01A4 FA3 FAA A Ex 222 ou] 7+ #AE (Sa)el
H&3t7l= oAfth 3|8 o] de FAAN A BYXHY &olet =3 ov] Bl WXt 24 1
2o ofu e o Bt 7|EYS BHAET

Clash ‘rat’ill- ‘newspaper’ = = UF 48& W& ul$ FAZQ G2 F44 o] ‘hope’dt TAH A=
EYA7F A, (5b)2F (o= HIRA ouE SMET ‘a2 WA o R T 5 Qe FAVE okl e
A o] dZe] ue ‘rar S oUSE AR He Zlo] ©f HHY Aot BEF
(artifact) = 54”““ T A= FAZ oy AFEeld. LY, (o HIEol ot H (o] dE2 7= AM
ol d& dolth, ‘newspaper'= Aol oty AEAL FE AR VIAERE HHE Aol Hdst
= HH—C’r FAQY =2 wg FAHo|RE FAE AErt EA AR o]
J8BE o] 45 &9 =39 AN FE Aoz} WA o] W

newspaper’ © U3 =

3

_I
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K3 T
)

EYAE FAAST, O] L o] o EddA =& 9n BYL &9
5 =3 gate] ofm bl AEA ok of et

921 ‘hope’e] Fof =&olgt & wl (5b)9t (5¢)o &€ol-=& T2

= 3 AE FAR AE 2ozt BAp Ot Ee) ofu)

1822 &= v EBY(ZFS FAX XéE Ato)yrry & Zojojop gk

% o ou A% HIQFOI A =] oof
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s
9] &o] 2 & AMEYT. oA T BEY FALE AT ‘meer’, ‘put, ‘fall’el T
A putd] oS HAL

©) A pute] =Y AAE &3 FAN A=
a. Put your things here. [thing (3.17), here(3.13)]
b. That song put me in awful good humor. [song (4.46), me (4.33), humor (2.26)]
c. She put too much emphasis on her the last statement.
[she (3.36), emphasis (2.12), statement (2.96)]

d. Put money into bonds. [money (4.54), bonds (3.62)]
e. We put the time of arrival at 8§ P.M. [time (3.07)]

f. He put her to the torture. [her (3), torture (3.59)]

g. Put these words to music. [word (3.56), music (4.31)]

h. I put these memories with those of bygone times.  [I (3.93), memory (2.38)]

G0l B4 pure WRAY FEEA F ST FAF ANSE oF ADE
AH FAHL Sk Y BA
g7 2ol 2= ou 2]
23} put’«] TFAR Ax= 252

ARE F dvhe 9n
B2 AN, gREY olesArt 28R F4HA =33
n] gao] HHA thelido] & Thojo|Tt}. Brysbaert et al. (2014)7}F F
3] T A=Y FAAES 2 Utk JEUL (6)°4 BHXo] 97

=)
Eich
3
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of AAle AR FAE =T A FEo] FAEY] ARE TR FA XIdoe Aot A

E0] (62)9 A$ I A7} “put into a certain place or abstract location” &2 42 il FAH A

g TESA 91 YE A9e] AL B oot aEE YEU AAEE TAH JEX F3
4 gueAE PRl HA fewdd B4 avizel onaA mgd ouAE PRI 44 @
ool A fEYle UR AW BEsi 2@ on R s1%e] ddlolet mojok I Aolth, ¢
Sdel ti@ ole@ HBe oln 2 G Aol olF ATl FI FA pucdt B4 =gl 7A
B A% Aolg sl RY g 2ok

h(0.12) put these memories < ¢(0.38) put emphasis < f(0.5) put her < ¢(0.57) put time <
a(0.67) put things < g(1.06) put words < b(1.83) put me < d(2.04) put money

71 Ze A= zolE Hol= o= (6h) “put these memories”©| 1L, 7} & Xo]lE Hole o= (6d)
J#8Y o] EL 25 Ex g guigir|Ros G ouE &84 9n] &
th A%, o] ool FAH AT Aol7} A AR oju] AL HHE s|FEoE

oo ABH o BHE W b BA 2rize] ouR ol FEAY 92 2
o oolAl flEvle] AERTE U B B4 IRl ojuis wepy o

(7) a. He put his hand in his pocket. [put (2.5), hand (4.72), pocket (4.68)]
b. I put them on the chairs. [put (2.5), them (3.04), chair (4.58)]
c. The Senate had never put any limits on nuclear testing. [put (2.5), limit (2.28), testing(3.43)]
d. That will put a brake on industrial well-being. [put(2.5), brake (4.44), being(1.93)]

9o dES By AAHOR (7o, by EA IURY W o]F 9] uE APAT, (Te, hE Fi
olFe F4H AAE 274 FFE ¢ dolth ‘nuclear testing’ T ‘well-being’ > F4A A9 ou|E
Hlf2 ofm] ARR-S FF Aol limit’# ‘brake’= ©]FSh= thAFell HIFate] 2291 Zolth. Zb FA o(Hh
B =3H B =3 AR AEE (Ta, b (Te, HE B H Z Zol7t S ¥ F ATk
AEA R FAY] TAAN ARV T4 AR W 1 oo geojio] AAM, anje =7 FA4
AE7t €ol-=% A% A4 IR ov] A 7]Ee] 2 F U,

Oeoz FAA 57 3 ‘meet’ S HAL FEUIL o] FARY AAS 1370E AAStAL Tk the
e AMEE AANE AR o] gl B+= AQdsAnh

(8) FA ‘meet’ ] HEUl AAME A EF FAE B
a. How nice to meet you again. [you: 4.11]
b. The lines meet at this point. [line: 4.86]
c. Does this paper meet the requirements for the degree? [requirement: 2.52]
d. meet a need [need: 1.69]
2) B8 9o foduEol Ao} sAEc] AL AEE T AR oty AWE 5= Ao & o9
gol  gojSdd taiA EA Itz ouE 23] dok HfF YuE 29 g Es o] HAEc] HAHe
2 sfoteln Flejslan gone FAY A=A 7 AER FHEE A0 oY £E
3) | =age] AN AEst WA @4 B Bx aUe) ofn Dol AFAA 4P NAEAE § AF

s mojo} @},
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e. I met this really handsome guy at a bar last night. [guy: 4.68]
f. Let’s meet in the dining room [us: 3.59]

g. Can you meet me at the train station? [me: 4.33]

h. My proposal met with much opposition. [proposal: 2.75, opposition:2.25]
i. meet a violent death [death: 4.22]

j. The two buildings meet. [building: 4.64]

EA4} meero] 7 ol 2ol AAH A (Sa, e f, gAY ATENY Wik Agolth old e
e ga a2e one A Zolth 1 go 919 dEeld Ege FAY FA Eobil o

= 3] =7) fold &
gl HE A7k 2 (8b, i, PO R AL W UFOE ABL AT Ao ofn wWol
2 &

101t 8c, d, WA FAA AETL e F4H BolF wFow Ase A9E LA on 34
2 o= B4 IR ou Age opith o S Folsh =39 TAY BT A} 245 1
A ojujzAe] 290l Zerhe T4 et dSolth WA ojeh wae] LAY HE o2

o o @ ko

A avRe] ojn] A 7|Eo2 247

PPAEe R FAY AEZF 40470 fallE 32700) 9= AAS Z YA, ol eEAe SR 2

v 2214 84 oles YElle 7A SAR He Ao AAHoR M

= ek 2 GA AN put = ol gEAel AR FAIY AmrE 252 v el b Wk fallre "Al
A

g FA48 A7 At Holdh ok Y=Y A dEES AATH.
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9) A fall’ ] HEU A dEd AL A
a. The branch fell from the tree.  [branch: 4.9, tree: 5]

b. The unfortunate hiker fell into a creavasse. [hiker: 4.53, creavasse: ]

c. The barometer is falling. [barometer: 4.57]

d. Fall in love [love: 2.07]

e. fall asleep [asleep: 3.71]

f. fall into a trap [trap: 4.3]

g. She fell ill. [she: 3.36, ill: 3.21]

h. They fell out of favor. [they: 2.93, favor: 2.07]

i. fall prey to an imposter [prey: 3.61, imposter: 3.38]

j. fall into a strange way of thinking [way: 2.34]

k. She fell to pieces after she lost her work. [She: 3.36, piece: 4.14]
1. fall into a category [category: 2.82]

m. Rain, snow, and slee were falling. [rain: 4.97, snow: 4.85, slee: ]

n. we must stand or fall [we: 3.08]

©

fall by the wayside [wayside: 2.75]
The cabin pressure fell dramatically. [pressure: 3.07]

[ v

Her weight fell to under a hundred pounds [weight: 3.94, pound: 4.61]

=

His voice fell to a whisper [voice: 4.13, whisper: 4.34]
Many soldiers fell at Verdum [soldier: 4.72, Verdum: ]

2

-

Several deer have fallen to the same gun. [deer: 4.86, gun: 4.83]

u. The shooting victim fell dead. [victim: 3.59, dead: 4.2]

Light fell on her face. [light: 4.21, face: 4.87]

w. The cities fell to the enemy [city: 4.79, enemy: 2.83]

Christmas falls on a Monday this year. [Christmas: 3.41, Monday: 2.21]

<

e

The accent falls on the first syllable. [accent: 3.26, syllable: 3.26]
. Adam and Eve fell. [Adam and Eve]

’

N

)

. The government fell overnight. [government: 2.88]
b’. The Qing Dynasty fell with Sun, Yat-sen. [dynasty: 2.46]

o

>. The most difficult task fell on the youngest member of the team. [task: 2.84, member: 3.87]

d’. The onus fell on us. [onus: , us: 3.59]

>

a

. The pressure to succeed fell on the youngest student. [pressure: 3.07, student: 4.92]

e oo FA 2R ouE 22l o (9, b, ¢, e £, mOITh T2 ES RA =89 T4
A AZTE 45 9 wolE A4 OUR9 u2 2Anal Br]= o g0 B 2HERE T4
4 ARZE falle) #A IR ofue} HlGA ou(Fe WA ofn)) g FEE AW NFoE
A3t Br)E otk fele o HolA s/ gl TARek I =% 3 7l tidl = A
A A ZE o] gste] FAS] FAAY Fmst =% FAE Fxo] Aozt E2 IRl ovE wE
sk Z1Eol 2 5 JeAE AWEgT ARHoE AEY FAE BF 24 2UR9 o W

o] HMolE 7t2E VEoE FASE =39 7 Ax o7t dAHA G Bk oAl A&l
A Aol tal AEsta FF AT BEFS AASEA o] =& Bl o
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A} =38l AN AT zto]lE AWREY I AL 27 EA atEe ouje} WA on A
%’45} 7]—%02 79{3% ‘5_—7}011 o H «]’5}95\31-. AL FAA AR Aol A 1
i Turney et al. (2011)°]1} Hill & Korhonen (2014)
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o] o3 FAA HE AT (Brysbaert et al., 2014)01]/11” go] o]3)o TAA HAEZ Al Jo]
E Ao E AEEASIY dHolEHo|2E FEIAT AU|A doly FAHo|AY FAAR

o} A 3 g Al
ME2 ol BHAR] &0l obd A%A] ol ol AAZAR] FAZ Ko FUAt old ATE wt
oz ol FA 7AAL A= A7t ool 3t HolHulelx T BoAE =3dta, o5 sl
F=rojo] A gote] mo) dddnt

- AT NESF) Fo] AR A H4E BEXE 1St Be A vl digstE 110719
o] TA

- R AAE SARE HEl ?211/—"? F AEE 1(FEE)ANAM 5TA A ) e T st 43
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- Zro] AL Folrnk FAZ ] A¢
o) BHETH 4 - make 2.67

— Fol9 AF Btk Y rE AALEHE o] RIFHE Zog Hel
o) make a cake, make money, make friends, etc.
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- @ole} o] Suzt Ao tfgo] rEE A9
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e 9
S o BA BEE Hujsin go} TAY AR 4Y de P 4y 19 ",
- S 23 Qe oY guld) ek FAYY JEE 9o F JOBE tolo) T¥ B4,
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